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CURRICULUM VITAE - 2013
Mehmet Sahinoglu, BS, P.E. (1973), MS (1975), PhD (1981)

SDPS Fellow (02) www.sdpsnet.orqg, IEEE Senior Member ('93) www.ieee.orq, ISI Elected Member ('95) www.isi-web.orq

Founding Director, Informatics Institute
Founder Head of Cybersystems and Information Security
M.S. Graduate Degree Program

www. aum. edu/csis
Auburn University, Montgomery, AL 36124-4023, USA

Contact Information:
Auburn University Montgomery, Mail: P.O. Box 244023Montgomery, AL 36124-4023, USA (Office: 601-603 Library)

Home Address: 7542 Mossy Oak Dr. Montgomery AL 36117-5606
E-Mail: msahinog@aum.edu (university); msahinog@bellsouth.net (private)

Phone: (334) 244-3769
Fax: (334) 244-3127
Cell: (334) 538-5445

RESEARCH AND TEACHING INTERESTS

Research Interests: Cybersystems and Information Security/Privacy Risk Assessment & Management, Trustworthy
Computing, Software Reliability Modeling and Network Metrics, Cost-Effective Testing (Stopping Rule
Algorithms), Electric Power Systems Reliability Estimation, Applied (Engineering) and Mathematical Statistics,
Built-in-Self-Testing (BIST), Computational Statistics,Computational Simulation (Monte Carlo and Discrete
Event), Cloud Computing, Information Assurance. Please see peer-reviewed publications and proceedings.
Teaching Interests: Please see the instructed courses listed.

| L]

Author of Textbook titled: “Trustworthy Computing: Analytical and Quantitative Engineering
Evaluation”, CD ROM included, John Wiley (2007)

New Text Book Proposal by NovaPublishers (2013); Cyber-Risk Informatics (publication due Oct. 14)

Associate Editor with the International Journal of Computers, Information Technology and Engineering
(JCITAE) since 2007

Reviewer with IEEE Trans. Software Engineering, CAD, IEEE Reliability, IEEE Computer
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EDUCATIONAL HISTORY

Diploma (High School), Orchard Park Central High School, N.Y, USA, 1969

B.S. (ECE: Electrical & Computer Engineering) Middle East Technical University (METU) Ankara, Turkey, 1973

M.S. (Electrical Engineering) Institute of Science and Technology University of Manchester (UMIST) Manchester,
England, 1975

Ph.D. ( Statistics and ECE: Electrical & Computer Engineering jointly) Texas A&M University, College Station,
Texas, USA, 1981

PROFESSIONAL HISTORY

Certified Electrical Engineer Turkish Electricity Authority, Ankara- Turkey 1973-76
(P.E.)
Teaching Assistant Dept. of Applied Statistics, M.E.T.U, Ankara 1976-77
Graduate Research and Teaching|Dept. of Electr.& Computer Eng. (GRA) and 1978-81
Assistant Institute of Statistics (GTA) at Texas A&M

University, College Station, Texas
Instructor Dept. of Applied Statistics, M.E.T.U., Ankara 1981-82
Assistant Professor Dept. of Applied Statistics, M.E.T.U., Ankara 1982-84
Associate Professor Dept. of Applied Statistics, M.E.T.U., Ankara 1984-89
Visiting Associate Professor Depts. of Statistics and Computer Science, 1989-90
(CIS Fulbright Scholar) Purdue University
Software-Reliability Consultant  |Ministry of Defense, TAFICS Project 1990-92
Professor Dept. of Applied Statistics, M.E.T.U., Ankara 1990-92
Electric Power Reliability Chief- [Turkish Electricity Authority (TEK), Ankara 1982-97
Analyst and Consultant Engineer




Coordinator, Distinguished
Professor

Information Security M.S. Degree Program,
Auburn University at Montgomery (in the

Auburn University System)

Founder and Dean College of Science & Arts, Dokuz Eylul 1992-95
University, 1zmir, Turkey

Founder and Head Dept. of Statistics and Quantitative Sciences, 1992-97
Dokuz Eylul University, lzmir, Turkey

Visiting Professor Purdue University, jointly with 1997-98

(NATO-TUBITAK Fellow) Dept. of Statistics/Computer Science

Visiting Professor Case Western Reserve University, jointly with 1998-99
Dept. of Statistics/EECS (Electr. Eng. and
Computer Science)

Professor (tenured), ACHE Troy State University Montgomery 1999 - 2008

Eminent Scholar- Endowed Department of Computer & Information

Chair, Department Chair, Science (as of 2005, Computer Science) Resigned as

Member of Deans' Council Dept. Chair

Feb. 2007
Founder Director and Program [Informatics Institute, Cyberystems and August 2008-

SCHOLARSHIPS, AWARDS AND HONORS, AND
PROFESSIONAL MEMBERSHIPS

1. NATO Essay Contest National/Int’l Winner, April 1-8, 1967, Prize week to Paris by

SHAPE/NATO, France.

2. AFS Scholarship, 1968-69, High School Senior, Orchard Park, N.Y.

3. Polymetron — Zellweger, 1971, Switzerland’s electronics summer-internship (practicum)

award, 1971.

4. 1ASTE Summer Internship Stipendium electrical and electronics engineering summer-
internship (practicum), summer 1972, Siemens, Nurnberg and Erlangen, Germany.

5. Borsa (Fellowship) del Centro di Studi Italiani, Linguistics Award, Summer 1974,
L'universita di Siena, Italy.

6. The British Council Scholarship, 1974-75, M.S. in Elec. Eng. at the Victoria Univ. of




Manchester, Inst. of Science & Technology, Manchester England.

Ambassade de France, 1989, Summer Research and Linguistics Award, Univ. de Grenoble,
France.

Fulbright Scholarship, 1989-90, Purdue University, Statistics & Computer Science.

TUBITAK (Turkish Scientific Technical Research Council) Research Scholarship Grant,
1992-94, Software Testing on MOTHRA - Automated Testing Tool in cooperation with
SERC-Purdue University.

10.

Salzburg Seminar, Austria, May 1-15, 1993, Sasakawa Young Leaders Fellowship Program
Award on G3 (Europe, Japan, and North America): New World Order.

11.

IEEE Senior Member Award, 1993. On advances in Computer Software and Hardware
Reliability.

12.

ISI (International Statistical Institute) Elected Member, 1995, for international services
(organized 3. IASC: Int’l Assoc. Stat. Computing - Summer School in Izmir Turkey)

13.

TUBITAK NATO Fellowship Award (1997-98) for research on Software Reliability at
Purdue University’s Computer Science and Statistics Departments.

14.

Elected to be the first Eminent Scholar of Computer and Information Science at Troy State
University Montgomery, AL, 1999.

15.

Recipient of the Extraordinary Alien Scientist by INS, US Gov'’t, 2000.

16.

Recipient of "SDPS Fellow" grade and plaque at http://www.sdpsnet.org presented in June
2002 at IDPT2002 / SDPS in Pasadena, California.

17.

Redmond Washington Meeting April 2006. One of the 14 Winners of TCC in the World
Microsoft Grant Competition among 114 contestants.
http://research.microsoft.com/ur/us/fundingopps/REPs/TWC_Curriculum_2005 RFP_Awar
ds.aspx; also see www.areslimted.com for Trustworthy Curriculum Microsoft report.

18.

Recipient of “Software engineering Society Excellence in Leadership” award and plaque
“In Recognition of meritorious leadership and commitment to both SDPS
http://www.sdpsnet.org and SES since their founding. Presented at the Twelfth
Transdisciplinary Conference-Workshop on Integrated Design and Process Science:
Informatics and Cyberspace.” Montgomery Alabama November 20009.

19.

First Place - Most Accessed WIREs (Wiley Interdisciplinary Review Series) article for two
consecutive years 2010-12 for the article titled “CLOUD Computing”, Vol. 3.1. Co-
authored with Luis Cueva-Parra from AUM’s Math/CS Option. See last page of this CV
document on p. 54.
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20. Certification of the AUM/Cyberystems and Information Security program by the Committee
on National Security Systems and The National Security Agency for “Information Systems
Security Professionals, NSTISSI No: 4011 for June 2013 — June 2018 See page 51-52 or
www.aum.edu/csis.

Professional Memberships: 1) Member of ASA (Amer. Stat. Assoc.) since 1980, ASA-AL Chapter President
(2002-03) 2) Elected Fellow of ISI (International Statistical Institute) and Member of IASC (Intern. Assoc. of
Stat. Computing) since 1987 3) Member of EMO (Professional Electrical Engineers of Ankara, Turkey) since
1973 4) Alumni Members of METU-Ankara since 1973, UMIST-UK (since 1975) and Texas A & M U. since
1981 5) Member of Education and Head of Research/Development subcommittees, MACC (Montgomery
Area Chamber of Commerce) since 1999 6) Elected Fellow SDPS (Soc. for Design and Process Science), TX
since 2000 7) Member of AFCEA (Armed Forces Communications and Electronics Association) since 2002
8) Member of the World Energy Council (WEC) since 1999 9) Member of ASQ (Amer. Society of Quality)
since 2007 10) Member of AMC (2000-2007) 11) Lifetime Member of Cambridge’s Who’s Who'08 12)
Member of ISSA (Information Systems Security Association) since 2013

REFEREED JOURNAL PUBLICATIONS, BOOKS AND BOOK
CHAPTERS

1. Patton A.D., Singh, C., Sahinoglu M., “Operating Considerations in Generation Reliability Modeling —
Analytical Approach, ” IEEE Transactions on Power, Apparatus, and Systems (PAS), Vol. 102, pp. 2656-
2663, May 1981.

2. Sahinoglu, M., Longnecker, M.T., Ringer, L.J., Singh, C., Ayoub, A.K. (1983); “Probability Distribution
Function for Generation Reliability Indices-Analytical Approach,” IEEE Transactions on Power,
Apparatus, and Systems (PAS), Vol. 104, pp. 1486-1493, June 1983.

3. Sahinoglu M., “ On central limit theory for statistically non-independent and non-identical
variables”, Journal for M.E.T.U. Studies in Development, Applied Statistics Special Volume,
Ankara, ISSN 0907-0816, , pp. 69-88, 1982.

4. Sahinoglu, M., Gebizlioglu, O.L. “Exact PMF Estimation of System Indices in a Boundary -Crossing
Problem, ”"Commun. Fac. Sci. Univ. of Ankara, Series A;, ISSN 0251-087, Vol. 36, No.2, pp. 115-121,
1987.

5. Sahinoglu, M., “The Limit of Sum of Markov Bernoulli Variables in System Reliability Estimation, ”
IEEE Transactions on Reliability, Vol. 39, pp. 46-50, April 1990.

6. Sahinoglu, M., “Compound-Poisson Sofiware Reliability Model,” |EEE Transactions on Software
Engineering, Vol. 18, pp. 624-630, July 1992.

7. Sahinoglu, M., Selcuk, A. S., “Application of Monte Carlo Simulation Method for the Estimation of
6
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Reliability Indices in Electric Power Generation Systems,” TUBITAK Doga-Tr., Turkish Journal of
Engineering and Environmental Sciences, ISSN 1010-7606, Vol. 17, pp. 157-163, 1993.

Randolph, P., Sahinoglu, M., “4 Stopping Rule for a Compound Poisson Variable,” J. Applied
Stochastic Models and Data Analysis, ISSN 8755-0024, Vol. 11, pp. 135-143, June 1995.

Sahinoglu, M., “Alternative Parameter Estimation Methods for the Compound Poisson Software
Reliability Model with Clustered Failure Data,” Journal of Software Testing Reliability and Verification
(STVR), ISSN 0960-0833, Vol. 17, pp. 35-57, March 1997.

10.

Sahinoglu, M., Capar, S., Deely, J., “Stochastic Bayesian Measures to Compare Forecast Accuracy of
Software Reliability Models,” |EEE Transactions on Reliability, Vol. 50, pp. 92-97, March 2001.

11.

Sahinoglu, M, Bayrak, C., Cummings T., “A Study of High Assurance Software Testing in Business and
DoD,” Transactions of the SDPS, Journal of Integrated Design and Process Science, ISSN: 1092-0617,
Vol. 6, pp. 107-114, June 2002.

12.

Sahinoglu M., “An Empirical Bayesian Stopping Rule in Testing and Verification of Behavioral
Models”, IEEE Transactions on Instrumentation and Measurement, Vol. 52, No. 5, pp. 1428-1443,
October 2003.

13.

Das S. R., Sudarma M., Assaf M. H., Petriu E., Jone W. B. and Sahinoglu M., “Parity bit signature in
response data compaction and built-in self-testing of VLSI circuits with nonexhaustive test sets,” |EEE
Transactions on Instrumentation and Measurement, Vol. 52, No. 5, pp. 1363-1380, October 2003 .

14.

Das S. R., Petriu E., Assaf M. H. and Sahinoglu M., “Aliasing-Free Compaction in testing Cores-Based
System-on —Chip (SOC), Using Compatibility of Response data Outputs,” Transactions of the SDPS,
Vol. 8, No.1, pp. 1-17 March 2004.

15.

Sahinoglu M., Libby D., Das S. R., ‘“Measuring Availability Indices with Small Samples for
Component and Network Reliability using the Sahinoglu-Libby Probability Model,” |EEE
Transactions on Instrumentation and Measurement, Vol. 54, No.3, pp. 1283-1295, June 2005.

16.

Sahinoglu M., Ramamoorthy C.V., “RBD Tools Using Compression and Hybrid Techniques to
Code, Decode and Compute s-t Reliability in Simple and Complex Networks”, IEEE
Transactions on Instrumentation and Measurement, Special Guest Edition on Testing, Vol. 54,
No.3, pp.1789-1799, Oct. 2005.

17.

Das S. R., Ramamoorthy C. V., Assaf M., Petriu E., Jone W. B., and Sahinoglu M., “Revisiting
Response Compaction in Space for Full Scan Circuits With Non-exhaustive Test Sets Using
Concept of Sequence Characterization, ” IEEE Transactions on Instrumentation and
Measurement, Vol. 54, No. 5, pp. 1662-1677, Oct. 2005.

18.

Das S. R., Assaf M., Petriu E., Jone W. B., and Sahinoglu M., “Fault simulation and response
compaction in full-scan circuits using HOPE, ” IEEE Transactions on Instrumentation and
Measurement, Vol. 54, No. 3, pp.2310-2328, Dec. 2005.

19.

Sahinoglu M., “Security Meter- A Practical Decision Tree Model to Quantify Risk,” |IEEE
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Security and Privacy Magazine, Vol. 3, No. 3, pp.18-24 April/May 2005.

20.

Das S. R., Zakizadeh J., Biswas S., Assaf M. H., Nayak A. R., Petriu E. M.,Jone W-B. and
Sahinoglu M., Testing analog and mixed-signal circuits with built-in hardware — new
approach, IEEE Transactions on Instrumentation and Measurement, Vol. 56, No. 3 pp. 840-855,
June 2007.

21. Sahinoglu M., Trustworthy Computing: Analytical and Quantitative Engineering Evaluation

(Book), John Wiley & Sons, Inc., Hoboken, N. J., CD ROM, Library of Congress: QA76.9.A25
$249 2007.

22.

Sahinoglu M., Exercise Solutions Manual to Trustworthy Computing: Analytical and
Quantitative Engineering Evaluation with CD ROM, John Wiley& Sons, Inc., Hoboken, N. J.,
pp.1-280, 2008. NOTE: This computational intensive solution manual is an integral
educational supplement to the J Wiley textbook for classroom use by the instructor for in-depth
applications of its contents; www.areslimited.com

23.

Sahinoglu M., An Input-Output Measurable Design for the Security Meter Model to Quantify
and Manage Software Security Risk, IEEE Transactions on Instrumentation and Measurement,
Vol. 57, No. 6, pp. 1251-1260, June 2008.

24,

Sahinoglu M., Rice B, Tyson D, “An Analytical Exact RBD Method to Calculate s-t Reliability
in Complex Networks”, IJCITAE - International Journal of Computers, Information Technology
and Engineering ISSN: 0973-743X, Vol. 2, No.2, pp. 95-104, July-December 2008.

25.

Sahinoglu M., “Can We Quantitatively Assess and Manage the Risk of Software Privacy
Breaches”, IJCITAE — International Journal of Computers, Information Technology and
Engineering ISSN: 0973-743X, Vol. 3, No 2, pp.189-191, July-December 20009.

26.

Das S. R., Hossain A., Assaf M. H., Petriu E. M., Sahinoglu M. and Wen-Ben Jone., On a new
graph theory approach to designing zero-aliasing space compressors for built-in self-testing,
IEEE Transactions on Instrumentation and Measurement, Vol. 57, No. 10, pp. 2146-2168,
October 2008.

27.

Sahinoglu M., Rice B., “Network Reliability Evaluation”, Invited Author Contributor for Wiley
Interdisciplinary Reviews: Computational Statistics, New Jersey, Vol. 2 Issue 2, pp. 189-211,
March/April 2010.

28.

Sahinoglu M., Cueva-Parra L., “CLOUD Computing,” Invited Author (Advanced Review) for
Wiley Interdisciplinary Reviews: Computational Statistics, New Jersey, Ed.-in-Chief: E. Wegman,
Yasmin H. Said, D. W. Scott, Vol. 3, Number 1, pp. 47-68, March 2011.
http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp ?DOI=10.1002/wics.139&ArticlelD=77192
1

29.

Sahinoglu M., Y.-L. Yuan, D. Banks, “Validation of a Security and Privacy Risk Metric Using Triple
Uniform Product Rule,” IICITAE - International Journal of Computers, Information Technology
and Engineering, Vol. 4, Issue 2, pp. 125-135, December 2010.



http://www.areslimited.com/
http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp?DOI=10.1002/wics.139&ArticleID=771921
http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp?DOI=10.1002/wics.139&ArticleID=771921

30. Sahinoglu M., “Cybersystems and Information Security: Master of Science Program at Auburn
University Montgomery,” GSTF International Journal on Computing, pp. 71-76, Vol. 1, No.3
August 2011.

31. Sahinoglu M., Simmons S.J., Matis J.H, “Cost-Effective Security Testing of Cybersystems
Using Combined LGCP: Logistic-Growth Compound-Poisson, ” IJCITAE - International
Journal of Computers, Information Technology and Engineering, Vol. 5, Issue 2, Dec. 2011.

32. Sahinoglu M., Cueva-Parra L., Ang D., “Game-theoretic computing in risk analysis”, WIREs
Comput. Stat 2012, doi: 10.1002/wics, 1205, 2012.
http://authorservices.wiley.com/bauthor/onlineLibraryTPS.asp?D0OI1=10.1002/wics.1205&ArticleID=96
1931

33. Sahinoglu M., Simmons S. J., Cahoon L., "Ecological Risk-O-Meter:A Risk Assessor and
Manager Software for Decision-Making in Ecosystems,” Submitted on 4/30/2102 as an
Invitational paper to a special "Environmental Risk Assessment™ issue of Environmetrics and
accepted on October 27, 2012.(wileyonlinelibtraray.com) DOI: 10.1002/env.2186.
Environmetrics 2012: 23: 729-737.

http://www.aum.edu/UR_Media/NandH/13nandh/130107/http___authorservices.wiley.com_bauthor_onlineLibraryTPS.asp_DOI=10.1002_env.
pdf

34. Sahinoglu M., Akkaya A. D., Ang D., “Can We Assess and Monitor Privacy and Security Risk
for Social Networks,” (ELSEVIER) The 2012 International Summer Conference on Asia Pacific
Business Innovation & Technology Management, at First World Hotel, Genting, Kuala Lumpur,
Malaysia; Theme: “Green Business Innovation & Technology Management, Parallel Session
Group M1- Technology/Human Resource Management, July 1 — 3, 2012. Full paper in Elsevier
PROCEDIA indexed by Science Direct and Scopus: Procedia - Social and Behavioral
Sciences 57 (2012) 163 — 169 http://www.sciencedirect.com/science/journal/18770428/57.

35. Sahinoglu M., CLOUD Computing Risk Assessment and Management, Book Chapter, (Risk
Assessment and Management) Academy Publish, November 2012.
http://www.academypublish.org/book/show/title/risk-assessment-and-management

36. Sahinoglu M., Cueva-Parra L., Simmons Susan J., "Software Assurance Testing Before
Releasing Cloud for Business- 4 Case Study on a Supercomputing Grid (Xsede)”, 1JCITAE —
International Journal of Computers, Information Technology and Engineering, Vol. 6, Issue 2,
pp. 73-81, December 2012.

37. Sahinoglu M., Akkaya Aysen D., "Are Social Networks Risky? Assessing and Mitigating Risk™ in
Significance, the bimonthly magazine and website of the Royal Statistical Society and the
American Statistical Association, July 2012.

38. Sahinoglu M., Ganguly S., Morton S., Samelo E., “A New Metric for Usability in Trustworthy
Computing  of Cybersystems” in Significance, the bimonthly magazine and website of the
Royal Statistical Society and the American Statistical Association, July 2012.

39. Sahinoglu M., Akkaya A., Ang D., “Can We Assess and Monitor Privacy and Security Risk for
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Social Networks?”, Procedia Social and Behavioral Sciences available on line at
www.sciencedirect.com © 2012 Published by Elsevier Ltd.Selection and/or peer-review under
responsibility of the Asia Pacific Business Innovation and Technology Management Society (APBITM).

40.

Sahinoglu M., "The modeling and simulation in engineering ”,Invitational Overview article for
WIRESs (Wiley Interdisciplinary Review Series), WIREs Comput. Stat 2013, p: 239-266
Do0i:10.1002/wics 1254, April 2013.
http://www.aum.edu/UR_Media/NandH/13nandh/130429/Sahinoglu_WICS1254 article.pdf

41.

Sahinoglu M., Wool K., “Risk Assessment and Management to Estimate and Improve Hospital
Credibility Score of a Patient Health Care Quality”, Book Chapter (Society of Design and
Process Science - In Development (Sept/Oct 2012): Cyber physical Systems of the Future:
Transdisciplinary Convergence in the 21st Century, Editors: Sang Suh et al., to be published in
August 2013 by Springer publishing, contracted ‘Applied Cyber Physical Systems .
http://www.springer.com/computer/information-+systems+and+applications/book/978-1-4614-7335-0

42.

Sahinoglu M., Marghitu D., Cueva-Parra L.,Phoha V, Morton S., Stockton S., “Analytical and
Simulation Study of Operational Variations in Onshore Land Oil-Drilling Rigs for Risk Assessment and
Mitigation Advances in Security Information Management: Perceptions and Outcomes, Nova Science
Publishers Book Chapter at www.novapublishers.com and pending for publication in Nov. 2014.

43.

Sahinoglu M., Samelo Erman, Morton S., “Hospital Healthcare Satisfaction Risk Assessment and
Management using an Automated Risk-O-Meter Software with a Game Theoretic Algorithm —,
Quantitative Case Study (2013) in Alabama USA”, Accepted for Publication at Transactions of the
SDPS, Journal of Integrated Design and Process Science, ISSN: 1092-0617, VVol.18, Issue: 2 , pp. 1-32,
DOI 10.3233/jid-2014-0001, April 2014. http://jidps.rndsphere.com

44,

Sahinoglu M., Kramer W., “How to Increase the ROI of a Software Development Lifecycle by
Managing the Risk using Monte Carlo and Discrete Event Simulation,” Transactions of the SDPS,
Journal of Integrated Design and Process Science, ISSN: 1092-0617, http://jidps.rndsphere.com

45.

Sahinoglu M., Stockton S., Morton S., “A Case Study on Digital Forensic Crime Risk using an
Automated Software”, submitted in January 2013 to http://jidps.rndsphere.com Transactions of
the SDPS, Journal of Integrated Design and Process Science, ISSN: 1092-0617 and accepted as a book
chapter

46.

Sahinoglu .M, Morton S., Vasudev P.” Airport Security and Satisfaction Risk Assessment -
Management using Cost Factors,”, submitted to Submitted to JAIRM (Omniascience): Journal
of Airline and Airport Management http://www.jairm.org; January 2013.

47.

Sahinoglu, M.; Samelo, E.; Morton, S., Hospital Healthcare Satisfaction Risk Assessment and
Management using an Automated Risk-O-Meter Software with a Game Theoretic Algorithm —,
Quantitative Case Study (2013) in Alabama USA, Transactions of the SDPS, Journal of
Integrated Design and Process Science, ISSN: 1092-0617, Vol.18, Issue: 2, pp. 1-32, DOI
10.3233/jid-2014-0001, April 2014. http://jidps.rndsphere.com

48.

Sahinoglu M., Cyber-Risk Informatics: Metrics-Based Engineering Evaluation and Statistical
Analysis of Cybersystems Information Security, Textbook pp.1-450 , NOVA Science Publishers’
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Contract signed Dec. 4, 2013, submitted July 2014 and to be published in Oct. 2014.

49. Sahinoglu M., Morton S.,Vasudev P., Eryilmaz M, “Bank Customer Satisfaction: Quantitative Risk
Assessment and Management”, IJCITAE — International Journal of Computers, Information
Technology and Engineering, Vol. 8, Issue 2, June-July 2014.

50. Sahinoglu M., Morton S.,Kelsoe C., Eryilmaz M., ”"Quantitiatve Metrics to Assess and Manage
National Cyber Security Risk Using Risk Meter Software”, IJCITAE — International Journal of
Computers, Information Technology and Engineering, Vol. 8, Issue 2, June-July 2014.

CONFERENCES and COLLOQUIA ORGANIZED

. Organizing Committee Chair and Academic Comm. Co-Chair, ISI/IASC/ERS; International Summer
School on Model Choice and Design of Experiments- Computational Software Aspects and Practical
Applications, 10-23 September, 1995, Izmir-Turkey.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's First CIS Symposium
(3 days-20 speakers) and Colloquium on Information technology ; Keynote Speakers: Prof. C. V.
Ramamoorthy, U Cal-Berkeley, Prof. C. Syzgenda, UAB-Birmingham, Prof. M. Tanik, UAB-
Birmingham), April 24-25-26, 2000, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Second CIS
Colloguium on Information technology ; Keynote Speaker: Prof. E. P. Spafford, Purdue Univ., W.
Lafayatte, IN; Feb. 27-28, 2001, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Third CIS Colloquium
on Information technology ; Keynote Speaker: Prof. N. Schneidewind, NPS (Naval Postgrad. School),
Monterrey, Calif.; April 1-2, 2003, Montgomery AL.

. Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Fourth CIS Colloquium
on Information technology ; Keynote Speaker: Dr. John Peterson, Retired NASA Software Exec.
Manager, Pasadena, California; Feb. 3-4, 2003, Montgomery AL.

. ASA-Alabama Chapter President’s Annual Speaker Event; Speaker: Distinguished Professor Alice
Smith, Head-Industrial Engineering, Auburn University, Jan. 17, 2003, TSUM, Montgomery, AL.
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Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Fifth CIS Colloguium
on Information technology ; Keynote Speaker: Dr. Raymond Paul, IC*Technical Director, Office of the
Assistant Secretary of Defense, Networks and Information and Integration, Washington D.C., Feb. 2-3
, 2004, Montgomery, AL.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Sixth CIS Colloquium
on Information technology ; Keynote Speaker: Dr. C. V. Ramamoorthy, IEEE Life Fellow,
Distinguished Professor, Feb. 7-8 , 2005, Montgomery, AL.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Seventh CIS
Colloguium on Information technology ; Keynote Speaker: Dr. Alec Yasinsac, Assoc. Professor,
Florida State University, Feb. 7-8, 2006, Montgomery, AL.

10.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Eighth CIS Colloquium
on Information technology ; Keynote Speaker: Dr. Jeff Gray, Assoc. Professor, University of Alabama

at Birmingham, April 3, 2007, Montgomery, AL.

11.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Ninth CIS Colloguium
on Information technology ; Keynote Speaker: Dr. David Banks, Professor, Duke University, April 7,
2008, Montgomery, AL.

12.

Organizing Committee Chair and Academic Comm. Chair, TSUM Millennium's Ninth CIS Colloquium
(cont’d) on Information technology ; Keynote Speaker: Dr. James Cross, Professor, Auburn
University, April 28, 2008, Montgomery, AL.

2]

Organizing Comm. Co-Chair of the SDPS/AUM Workshop and Conference on Informatics and Cyber-
Space, Keynote Speakers: Oktay Sinanoglu (Yale), David Gibson (U of Texas), J.V. Ramamoorthy (U of
Cal. Berkeley), Vir Phoha (La Tech), James Joshi (U of Pittsburgh), Stephen Goldsby (ICS Inc.), Greg
Garcia (754" electronic Wing, Maxwell-Gunter AFB); Nov.1-5, 2010.
http://www.aum.edu/uploadedFiles/Academics/Informatics_Institute/SDPSWorkshopflyer09-2.pdf=
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http://www.aum.edu/uploadedFiles/Academics/Informatics_Institute/SDPSWorkshopflyer09-2.pdf

IT COLLOQUIUM HONORARY SPEAKERS INVITED (2000- 2009)

YEAR SPEAKER AFFILIATION
2000 | Prof. C.V. Ramamoorthy IEEE Life Fellow
University of California, Berkeley
2001 | Prof. E.H. Spafford IEEE &ACM Fellow
Purdue University, Indiana Presidential Advisor to
B.Clinton and G.W. Bush
2002 | Prof. Norman Schneidewind IEEE Fellow, IEEE
Naval Postgraduate School, Monterrey, Congressional Fellow
California
2003 | Mr. John Peterson Marslander
Ret. NASA / JPL / California Project Manager
2004 | Dr. Raymond Paul IEEE Fellow, DOD Deputy
Pentagon / Washington, D.C. under Secretary
2005 | Prof. C.V. Ramamoorthy IEEE Life Fellow, Founder of
University of California, Berkeley IEEE Trans. SWE
2006 | Ass. Prof. Alec Yasinsac FSU — SAIT LAB
Florida State University Tallahassee Founder & Director
2007 | Assoc. Prof. Jeff Gray IEEE Comp. Society Pres.
University of Alabama at Birmingham of State of Alabama
Prof. David Banks ASA Journal Coordinating
2008 | Duke University Editor and Member of
Board of Directors, ASA
Chair of the Defense and
National Security
2008 | Prof. James Cross Professor Chair, Co-
Auburn University inventor of JGRASP
programming language
2009 | http://sciences.aum.edu/departments/informatics- | SDPS International

institute/sdps-transdisciplinary-conference

Conference on Cyberspace
and Cybersecurity
(www.sdpsnet.org)
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Program

Monday, April 24:

8:30-9:00  Welcome Remarks by Dr. J. Sutton, Interim Vice President, Academic
Aftairs, TSUM; Opening Remarks by Dr. C. Martindale, Interim
President, TSUM; Colloguium Highlights and Introduction of the
Keynote Speaker, Prof. M. Sahinoglu, Eminent Scholar, Colloguiun
Chair, TSUM

9:00- 10:00  Main Keynote Speech:
A Study of the Service Indusiry - Functions, Features and Control,
fy Distinguished Prof, Emeritus C. V. Ramamoorthy, UC Berkeley

H:00- 10:15 Break

1015 - 12:15 Pangl Discussion oy Information T .
IT Education - Challenges and Solutions for 215t Century
Panel Organizer: C. Bayrak, Colloguium Co-Chair, CIS, TSUM;
Panelists: J. Sutton, VPAA, TSUM; C.V. Ramamoorihy, UC Berkeley;
§. Saygenda, Dean, UAB; M. Tanik, ECE, UAB; H, Kirkici, NASA,
Huntsville; Daniella Marghita, S, AU; D. Watkins, Charman, MACC,
Tnfo. Tech, Comm., §. Gramiing, Appointed Director, MACC, Board of
Directors; M. Sahinoglu, CIS, TSUM; J. Ala, IT Lead Teacher,
Brewbaker Magnel; N. Hetzel, Major, 885G

1215-1:13  Lunch

£30-2:00  Kepnote Speech (Gold Room, Whitley Hall):
Information Engincering ir. 21t Century: Prof. 3, Szygenda, Dean of
Engineering, UAB '

IT Presentations/Session 12 (Session Chair: M. Mariano, Ph.DD., CIS, TSUM)

205-2:20  How Can We Save Morc While Testing Software for Belter Products?
M. Sahinoglu, Ph.D,, CIS, TSUM

220-2:35  Supporting Education with Adaptive Hypermedia: R. Hubscher, Ph.D.,
(8, A

235-2:50  Dynamics and Control of a Flexible Link with Impact: Dan Marghitu,
PhD., Mech, Eng, AU

230-%05  Break
IT Presentations/Session 2: (Session Chair: C Bayrak, Ph.D., CIS, TSUM)

3:05-320  Unified Architectural Framework for more Complete Projects:
C. Bayrak, Ph.D., CIS, TSUM

320-%35  TABU Search and its Applications: E. Perry, Ph.D., CIS, TSUM

335-350  The Embedded Systems end Applications: A, Yildirim, Ph.D. Candidate,
Adjanc CIS, UAB

350400 Validity of some Nonlinear Measures for Varying Data Lengt: R. Seker,
PhD. Candidate, UAB

400-4:40  Knowledge Discovery in Databases: $. Carmony, M.3. Candidale, CIs,
TSUM

410420 Past, Present Future of Encryption: R, Meyers, M.S. Candidate, CI5,
TSUM

420-430  Implementations of a Barcode Reader Data Acaquisition Interface with
P[C16F84Microprocessor: T, Mansficld, M.S. Candidate, CIS, TSUM

430440  Dala Link Communication: A Similalion Project; M. MeAndrew,
M. Candidate, CIS, TSUM

440450 AMicrocontroller Aided Data Logging System: E. Udoh, 8. Smith, M.
Candidates, CI8, TSUM

4:50-5:00  Should Places of Online Bducation Use Java in Support Areas in the
Classtoom? F Strickland, M.S. Candidate, CIS, TSUM
Tuesday. April 25:

000-930  Keyuote Speech:
Electronic Enterprise Engineering: Prof, M. Tanik, ECE, UAB

1T Presentations/Session 3: (Session Chair: M Sahinoglu, I8, TSUM)

0:30- 945 Tnformation Security - Past, Present and Future: . Goldsby, CEQ,
INTEGRATED COMPUTER SOLUTIONS

0:45- 10:00  ASP Intregtation for Enterprise Solutions: P. Patterson, CEO),
INTRANOLOGY

10:00 - 0:15 Convergence of Voice, Dala and Video (AVVID): G Miles,
Account Manager, CISCO

10:15- 16:30  Electronic Commerce and Internet Secarity: R, Traphan, Montgomery
City Director, INLINE

1630 10:45  Break

IT Presentations/Session 4: (Session Chair: M. Sutton, CIS, TSUM)

10:45- 1100 Changing Dircctions - Moving from Clienl/Serve to Web-Based IT:
J. Junker, Major, Software Eng, Div. Chief - $SG & Adjunct, CIS, TSUM

[1:15-11:30 Design Pattern in Object Oriented Programming; J. Bush, Caplain USAF,
Air-Fore Wargaming hnstitute

11:30- 11:45  Computer Science Tutorals in Java: M. Mariano, Ph.D,, €IS, TSUM

1145 - 12:00 TSUM Jnstrictional Technology Enhancement Center - An Overview:
M, Stewart, Tech, Enhancement Coordinator, Adjunct, C15, TSUM

[2:00noon  Closing Remarks
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Farmer Presidential Advisor Captures Audience at The Rosa Parks Library
and Museum on Internet Security

Professor Eugene Spafford, [EEE Fellow, recipient
of Mational Computer Systems Award 2000, and an
internet security advisor to former Presidant
Clinton, captivated a full auditorium at Rosa Parks
Library and Museum on February 27, 2001 with
his stunning yet highly informative remarks on
“The Chall=nge of Secure Software.” His morming
lecture to the Chamber of Commerce audience of
200, including anendees from Maxwell and Gunter
AFB and software engineering relared eompanies
with interest on software security, was also suc-
cessful. Dr. Terry Dixor, vice president for acade-
mic affairs, introduced D, Spafford's and praised
him for his contributions to the feld.

Drr. Spafford first cited a brief history of where the

secure software 12 years ago, with only 75,000 machines connected, has developed into 3 non-secure one today, with an excess of
250 million users over 150 countries with a velume of traffic doubling every 90 days. In 1939, thers were a handful of security
breaches, Tn 2001, this figure is estimated to reach 65,000, The state of security is poor. DOD reported 22,000 attacks on
Pentagon Systems in 2000, Real Josses exceed billions of dollars. In March 1999, “Melissa™ caused $300 million in approxi-
mately four days affecting 150,000 systems, and in May 2000, “ILOVEYOU,” in one day affecting more than 500,000 systems,
coused a shocking 510 billion in damages. Average losses for the Internet connected companies are §1 million per year.
Moreover, 50-60 incidents per day on the Internet, 10-12 incidents per day on LSL and 5-6 incidents per day on dial-up still pre-
vail. For defenses the following are needed: {2) virus prevention on largely pattern based methods need updates, (b) firewalls
largely pattern based as well need updates as we can't control users, and (<) security scanners should look for known flaws and
misconfiguration. At this rate, the world in 2004 will face 100,000 computer viruses causing an estimated loss of $100 billion per
year, Dr, Spafford added that a typical user is an open target since he has less than one year on line with no background in com-
puter science, has a major OS with I Ghz machine but uses only 3 applications, does not take back ups and he is on-line constant-
ly surfing the net. He said COTS (Commercial Products over the Shelf) have poor quality and consumers should push for quality
and assurance nat for extra features they do not ever use. Wireless technology even enhances eaves dropping and unsafe environ-
ments, New technology is nesded where stronger encryption is required and automatad self-defenses are required with a greater
reach from far away, How about the law? He said, a new law UCITA (hapo/fwww deite.org/; hitp:/iwww.acm.org/usacm/TFY) is
pro-commercial-companies, not protecting the poor defenseless end-user. Law snforcement on spftware assurance and security is
handicapped. National and intsrational laws have to be unanimously passed and enforced. Dr. Spafford focused on the impor-
tance of the university education to help resolve the big picture. He said he was happy to see that software quality based engineer-
ing courses were offered at TSUM/CIS. He concluded that better security is cetainly possible if the users demand for it. Dr.
Spafford also responded to questions from the audience ranging from Linwe Security to security education at colleges. His clos-
ing thought was: "There is more ta life than increasing its speed” by Mahatroa Gandhi, Dr Spafford's journey to Montgomery
was co-sponsored by TSUM/CIS and ICS, a local software security company.

TSUM/CIS is grateful to Professor Spafford, TSUM administration, Montgomery Chamber of Commerce’s business, military, and
civil audience for making this event a memorable and unforgettable leaming experience for afl involved.

Dr: M. Sahinoglu, Emi.r_u::r_u.;Sc.hutar, IS
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Troy State University Montgomery Presents The Third Annual

Colloquium on Information Technoloc

Ar. Norman

Schneidewind Distance

Director of the Software suﬂWH]‘E. ﬂélfﬂhllﬁjd B

Metrics Research Center,

Division of Computer and MOdEHHg Soft W&“ re

Information Sciences, and Quanti ty

Operations at the Naval Post ;

Graduate School in COET&PU'IET Metrics

Monterey, CA Performance
Analysis

Monday, April 1, 2002

5:30 - 6:30 p.m.
<. Schneidewind will address
TSUM Students on the topic of
Jftware Engineering — Risk
& Reliability.

COST: SNo charge to TSUM students

LOCATION:

The Rosa Packs ,
Library & Mussum B
Auditorum

Bb

Blackboard
v DL AS RS 0ATE ST

In January 2002, Dr. Schneidewind was awarded the "IEEE
Reliability Engineer of The Year (2001)" by the IEEE
Reliability Society. Dr. Schneidewind is developer of the
Schneidewind software reliability model that is used by NASA to
assist in the prediction of software reliability of the Space Shuttle,
by the Naval Surface Warfare Center for Tndent and Tomahawk
software reliability prediction, and by the Marine Corps Tactical
Systemns Support Activity for software reliability assessment.
Other projects have included:

= Smudies on information systems for the Library of Congrass

« National Traffic Data Center, U.S. Department of
Transportation
Bay Area Rapid Transit System computer control system
Navy Submarine Logisties project, and the Marin County data
processing study

SPONSORED BY

Citca Srereus
Basrcrarmmamd Thidl :

FOR TICKETS contact Angela Barrow at (334) 241.9764, abarrow@tsum.edu or
Contact Loretta Kirk at (334) 273-9923 or Ikirk@tsum.edu at the Gunter Annex
The Colloguium is supported by the Department of Computer and Information Science
and the Distance Learning Center of Troy State University Montgomery.
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Troy State University Monigomery (ISUM) Presents The Fourth Annual
Cnlloquiun'l on Information 'I"ec.hm_)l(_)gy

John C. Peterson

Vice President of Sales and Marketing for TLC - Watch, Inc.

Monday, Fehruary 3, 2003

“Shall We Dance”
5:30 - 6:30 p.m.
{Student Audience - Reception to follow)

Our ability (o build softwarc—inteasive systems in order of
magnitude is greater today than it was just five decades ago. Yet,
our appetite for software has grown even faster and the software
industry is still evolving from craft to an engineering discipline.

John C. Peterson will demonstrate and simulate complex software
systems for product development. Mr. Peterson draws upon

his own personal experiences, but also upon 4 range of companies
o "verse as Bocing, Sony, Daimler Chrysler, Starbucks etc...

Tuesday, February 4, 2003

“Let's Be Realistic About the
Future of Our Companies”

11:30 a.m. - 12:15 p.m.
(Local IT Industry and Community Audience/
Montgomery Arca Chamber of Commerce)

Mr. Peterson will explain a time-tested approach to implement an
adaptive organization based on the hybrid method. This approach
defines ten essential elements of adaptive organizations and presents
models that illustrate how each element fits into the overall
enterprise picture. Speed-to-market, customer intimacy, operational
excellence, and organizational agi ity (however important) are not
adequate strategic objectives in and of themselves. They are
attributes of the real objective—systematic adaptation. Adaptation
implies more than agility. It requires appropriate and quick
organizational response to change.

COST:
Free and Open to the Public

LOCATION:

Rosa Parks Library & Museum
(RPLM) Auditorium

Troy State University Montgomery

John C. Peterson has 25 years of experience in R&D management
at the Jet Propulsion Laboratory in distributed high performance
computing, networking, and complex system simulations.

Mr. Peterson is now working as a VP of Sales and Marketing for
TLC-Watch, Inc., a startup company manufacturing digital video
surveillance systems for traffic transportation and building security.
He was a key contributor to the NASA pathfinder mission to Mars
in 1996, During this period, M. Peterson:
*  granted seven patents
* published over thirty articles
4 pave numerous keynote speeches
*  earned two NASA service medals for his contribution
to complex system simulations and high performance
computing
*  received three additional NASA service awards
for product innovation and technology transfers

For additional information, please contaet Dr. Mehmet Sahinoghy, Professor and Chairman, Department of CIS,
Troy State University Montgomery (TSUM), at (334) 273-9923 or E-mall (mesa@tsum.edu).

The Colloguivm is supported by the TSUM Department of Computer and Information Science,
College of Business, and The Graduate School,
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Troy State University
Montgomery

Presents The Fifth Annual

Colloquium on Information Technology

Dr. Raymond Paul

Office of the Assistant Secretary of Defense
Networks and Information and Integration, Technical Director

Monday, February 2, 2004

“The Future of Computer Software Systems:
Educational Outlook™
5:30 - 6:30 p.m.
(Student Audience)

Web Services (WS) received significant attention recently by government
agencies and computer industries. WS prwﬂeammluudnm'pandlp
for building distributed computing appBcations based on XML It provides a
uniform and widely accessible interface to glue the services implemented by
the other middleware platform over the Internet by utilizing standard Internet
protocols such as WSDL, SOAP, and UDDL.

While WS is still early in its maturing processes, many issues still need to be
addressed, e g, finabzing draft specifications, runtime verification and validation,
and quality assurance by the UDDI servers. Many keen observers agree that WS
represents a new significant trend for software systems integration that will be
developad. structured, acquired. and maintained. For example, instead of buying and
maintaining software, software can be leased and downloaded when needad. In this
way, software upzrades will be automared because the latest version will be usad
when the service 15 called at runtime.

WS implementation also requires a loosely coupled architecture where new services
can be added at runtime and old services can be replaced Furthermore, vendors will
compete to supply most dependable and/or marketable services on the web, and this
will also change the way soffware industries eam their revenue.

Tuesday, February 3, 2004
11:00 - 11:40 a.m.

“The Future of Computer Software Systems:
Commodity or Service?”
(Local IT Industry, Community Audience and
Montgomery Area Chamber of Commerce)

The concepts of Web Services (WS) is far beyond software. In the future,
hardware will also have a corresponding service where hardware vendors

will supply new components to fit into existing well-published architecture for
specific applications. Quality assarance, as well as securify and privacy, will be
important for both service chients and providers, including those serving as
intermediate agents such as UDDI servers.

WS provides a new way for globalization whare companies, regardless of ther
backzround, such as nationalities, languages and culture, must now compete in a
global market, where the only rule is interoperability via architecture and interfaces.
It is no longer possible to have local or national markets where local companies can
do well, due to market segmentation Ifa company does not compete in the service
market zlobally. it will wither as soon as new replacement services are published on
the web. This will increase the pace of global competition and the companies that
have the great software tachnology will win, instead of the one that has the zreat
financial resources only.

As a professional electronics engineer, software architect,
developer. tester and evaluator for the past 24 years, Dr. Raymond
Paul, has held many positions in the field of software engineenng.
Currently, Dr. Paul serves as the technical director for command and
control (C2) policy m the Office of the Assistant Secretary of Defense
Networks and Information and Integration. In this position, Dr. Paul
supervises command and coatrol systems engineenng development
and capabilities for objective, quantitative and qualitative measurements
concerning the status of software systems engineernng resources and
evaluates project outcomes to support major invesanent decisions. This
measurement data is required to meet various Congressional mandates,
most notably the Clinger-Cohen Act.

Dr. Paul holds 2 doctorate in software engineering and is an
active member of the IEEE Computer Society. He has published more
than 59 arucles on software engineening in various technical journals and
symposia proceedings, primarily under DoD and IEEE sponsorship.
IEEE awarded Dr. Paul with the Fellow grade in December 2003 for his
contributions to mewic-guidad testing and evaluation of software
systems.

For additional information, please contact Dr. Mehmet Sahinogla, Professor and Chairman Department of CIS,
Troy State University Montgomery at (334) 273-9923 or E-mail (mesaa troyst.edu).

MCMBWMhMWﬁMMMmm
Colleze of Business and The Graduate School.

www.tsum eda
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Troy University, Montgomery Campus

Presents The Sixth Annual

CIS Colloquium on Information Technology

UNIVERSITY

Professor Emeritus C.V. Ramamuurthy

Computer Science Division

University of California, Berkeley

Monday, February 7, 2005
5:30 - 6:30 p.m.

“Quality Concerns in Software Supported
Svstems - Modeling Approach™
(Smdent Andience)
We inreduce three new medels. The first is the Dynamic Life Cycle Product
Model This medel considers the Life cycle quality considerations of the product,
the produwct line and the product family. The zecond is the Endo-Exo Modsl,
which iz based on amalogous notions of the Heizenberg Uncerfamty Ponciple.
These msdels explare the multiple views of quality as seen by different stakehald-
ers. In simpler terms, they are the models of ‘inside-pof’ views as seen by the
deszigners and the 'outside-in' views as seen by the users and others. The third
madel is the Delta model, which belps designers and modifiers (maintimers) to
make fast bt efectve oade-of decisions while performing major desien tasks.
These models are simple geometric modals, and many of them use mangles as the
primary tool We provide examples for these models and show how that they zive
valuahle insights.

Tuesday, February 8, 2005
11:30 - 12:15 p.m.

“Quality Concerns in Software Supported
Systems - Business Approach”
(Local IT Industry, Community Andience and
Moentgomery Area Chamber of Comumerce)

Complex systems, services and enterprises are very dependent on comuputer-om-
munication technolopy and m pantscular on their supporting and conrolling
software. The system quality or the degree of its user safsfaction, also called its
utility, eften is based on the effectiveness of its software component. The guality
af the system is felt only after the system or the product & inmodoced and nsed
Dlesigners attempt to mieduce qualify-creadng attnbutes dunng every phase of
development and implementation. Juality models should anticipate quality
concerns shead of the product introduction and its use. They also should help in
instrumenting and monitoring the effectivensss of quality measures during the
lifetime of the products, product lines and prodoct families. In this presentation,
we shall provide a historical owerview of the evolution of software quality and its
eszential quality armibutes to improve customer satisfaction.

";MCDST:

FREE and Open to the public

LOCATION:

Troy University Montgomery
Rosa Parks Library and
Musenm Auditorium

C. V. REamamaorthy, Professor Emerims, received rag M5,
degress, one in Mechanical Engineering from the University of
California, Berkeley, CA, and another M.5. and a Ph.D). degree in
applied mathematics and computer science from Harvard
University, Cambridge. MA He is the author of more than 200
journal papers, co-editor of thres books, a5 well 25 3 supervisor

to 79 doctoral smdents. He is the recipient of many awards and
honors: IEEE Centennial and Millennium  2{{); IEEE Computer
Society’s Group and Taylor-Booth and Kansi-Hitachi, 2000;
Guolden Core Fecognition, 1999; T. T. Yeh Distinguished
Achievement; Distinguished Scholar, 5DPS, 1995; IEEE Fellow
for Life 1993; IEEE Richard E. Merwin, 1993; IEEE Computer
Society Meritorious Service, 1991; Eeynote Speaker, IEEE
International Conference on Dismibuted Computing Systems, 1991;
IEEE Computer Society Taylor Booth, 199¢0; IEEE Computer
Society, Outstanding and Best Paper, 1087, 2003; IEEE Centenmial
Medal, 1984; Fellow, IEEE, 1978; IEEE Computer Society, Special
Education, 1978; and IEEE Computer Society, Honor Foll, 1974
Professor Ramamoorthy conducts research on the evolution of
computer hardware & software systems.

For additional mformation, please contact Dr. Mehmet Sabhinoghy, Professor and Chair, Department of CIS,
Troy University, Montgomery Campus at (334) 2739923 or E-mail (me s trovstedn).
The Colloquinm is supparted by the Troy University, Montgomery Campus’ Department of Computer and Information Science,
College of Arts and Sciences and The Craduate School.
win. B edn




Troy University
Presents the Seventh Annual
Computer Science Colloquium on Information

Technology

Associate Professor Alec Yasinsac

Computer Science Department

Florida State University (FSU)

Tuesday, February 7, 2006
5:30 - 6:30 pm.

“SAIT Laboratory: Synthesizing Research,

Outreach and Education™
(Stedent Andience - Reception to follow)

Basic research is primarily conducted in three vemes: Government, industry
and academia; each with its distinct strengths and weakneszes. Camegie I
mmiversities, such as FSU, demand top quality research validated throuzh
peer reviewed publication and federal fimdine At SATT Laboratory, our
charter is to integrate our research and teaching fo improve the quality and
impact of each Faculty-smdent parmerships facilitate mentor relationships
that continme the researcher pipeline and ensure topical and approach
frechness m the research process. In this talk, we present the SATT
Laboratory academic research approach, inclnding detailing past succasses.
and highlighting existing and upcoming opporimitias.

Wednesday, February 8, 2006
11:00 a.m. - 12:15 p.m.

“Security Aware Software™
(Local IT Industry, Conmnunity Andience and
Montgomery Area Chamber of Commerce)

Mist instances of software exploitation are really soffware failore. Even
though we cannot eliminate winersbility fom modem information systems,
we can reduce exploitable code long term with sound robust development
practices. We argae that the current hot topic of so-called "secure coding”
represents commonty tsught coding techniques that enswws robusmess, rather
than ensuring amy commonly understoeod concept of secmity. Weavins the
practice of dporons coding techniques info curmicubom is essential-coding for
SeCUTity is useless apart from fault-tolerant foundations. However, secarity-
specific coding techniques should be integrated pedagogically slongside
robmstness so that smdents can distinguish the tero. WWe propose a shift in
instructional methods based on this distinction to help fitlire programmers,
developers and sofiware enzineers produce "seominy-aware” soffware.

}VST:

FREE and Open to the public

LOCATION:

Troy University
Rosa Parks Library and
Musenm Auditorium

Dr. Alec ¥asinsac is an associate professor at Florida Seate University. He
joined the F5UT Computer Science Depantment in Auzust 1999 after a twen-
ty vear career m the United States Marinss as a Data Systems and
Communicatiens Officer. He has operational expenence m soffware devel-
opment, information sysems management, network enFineering and infor-
mation security, having spent active duty towrs in Tapan, Florea, Morth

Dir. Yasinsac recefved his dectoral degres m computer science from the
University of Virginia, where his thesis advisor and mentor was Bill Wulf.
His majar research interests are network and wireless secumity, ayptogra-
phy, intmuzion detection and security protocals. He bas published over forty
refereed conference, symposium and joumnal papers in the past five years on
formal methods, cryptographic muthentication, group encryplion, sequme
routing protocels, wirsless security, inmusion detection, digital forensics
and on a vanety of computing education topics.

He is presently fonded by the National Science Foundation, Department of
Defenze, the Army Research Office and several industrial parmers. His pro-
fessiomal activities mcude membership in several propram committees
including the European Symposium on Feseach m Computer Securniry,
International Symposum on Recent Advances in Intision Detection, IEEE
Information Assurance Warkshop, the [RMA International Confersnces, the
International Conference on Information Systems Security and the
International Performance Computing and Communications Conference.

For additional information, please contact Dr. AMehmet Sabinogle, Eminent Scholar, Professor and Chair, Department of Computer Science,
Troy University at (334) 332-T189 or E-mail (mesawiroy.edn) or Anpela Crooks, department secretary at (334) 832-7T282 or E-mail (acreoksairoy.edu).

The Collequinm is supported by the Troy University Department of Computer Science,
College of Arts and Sciences, The Graduate School and Co-spansored by Integrated Computer Solutions Inc.

www.troy.edn
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TROY UNIVERSITY

Presents the Eighth Annual
Computer Science Colloquium on Information Technology

Automating Software Evolution through
Model-Driven Engineering

Tuesday, April 3, 2007
5:30 - 6:30 p.m.
Troy University

Rosa Parks Library and
Museum Auditorium

Montgomery Campus
(Reception to follow)

Muodel-Diriven Enginesnnz (MLE) represents a
desizn approach that enables description of the
essental characteristics of a problem in a
manner that is decoupled fom the details of a
specific solution space (2.g., dependence on
specific middleware or propramming
languape). Domain-Specific Modeling (D5SM)
iz an MDE methodology that penerates
mmdnﬁlmghngnp-ﬂ
envirenments from metamodels that define a
namow domain of mierest. From these models,
ather artifacts of software development (= g,
source code or confipuration files) can be
zenerated by model ranslaters.

The interest and adoption of D'5M over the past
decade has surped. Strong suppart for basic
research has been commiitted by the large
Euros). Metamodeling tools that suppart DSM
contimue to emerge fom both commercial and
‘open source projects (e.g.. Mimosofi's DSL
Toalkit and the Eclipse Modeling Project), as
well as mumerous academic research projects
(eg. Vanderbili's Generic Modeling
Enviromment). Inftial success stories fom
mdusty adeption of CV5M have been reported,
with perhaps the mest noted being Satom’s
multi-million dollar cost savings associated
with tmalier reconfimuration of an artomative

assembly line driven by domain-specific
models.

This presenmation will provide a general
mdlmnnhHDE-ﬂlspuﬁcﬁcmm

-

D, Jeff Gray 15 an assistant professor in the Department of Computer and
Information Sciences at the Univerzity of Alabama at Birmingham (UAB) where
he directs rezearch in the Software Composition and Meodeling (SoftCom) labe-
ratory. He received his Ph.D). in May 2002 from the Electrical Engineering and
Computer Science department at Vanderbilt University, where he alzo served a:z
a rezearch aszistant from 199%-2002 at the Institute for Software Intezrated
Systems (ISIS).

Dr. Gray’s research intereszts include model-driven engineering, aspect-
ortented zoftware development and generative programming, He has recently
publizhed on these topics in Communicanons of the ACM and IEEE Compurer.
In the past, hiz research was supported by DABEPA and an IBM Eclipse Innova-
tion grant. He currently iz supported by two NSF grant:, including a 2006 NSF
CARFEER award.

Dr. Gray iz currently the chair of the Alabama IEEE Computer Society, He
has served on over 20 organizing and programming committees and was a re-
cent guest editor for three different journal special 13zues. He 1z a cofounder of

the Doman-Specific Modeling series of workshops at O0P5LA and serve:z on
the organizing committees of the upcoming AMODELS and GPCE conferences.

More information about his research and publications can be found at
(http:/'www.cis.uab.edu'gray).

For additional information, please contact Dr. Mehmet Sahinogin, Eminent Scholar and Professor, Department of Computer Science,
Troy University at (334) 832-T2180 or E-mail (mesaitroy.edu)

The Collaqumm is supported by the Troy University Department of Computer Science, Collese of Arts and Sciences and The Gradoate School.

www.troy_edn
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TROY UNIVERSITY

Presents the Ninth Annual Computer

Science Colloquium on Information
Technology

Applications in Adversarial Risk Analysis

Monday, April 7, 2008
5:30 p.m. - 6:30 p.m. Dr. David Banks

Troy University “ v
-y = 7 " 4
Rosa Parks Library and Museum Duke Univ erSlt)
Auditorium Dr. David Banks is a Professor of Practice of
Statistics at Duke University, He is L,'Urrcnll_\' the

Adversarial risk analysis is a new research coordinating editor of the Journal of the American
area that combines elements of statistical risk  IECUEICEIREEENEIGH RS ETEV QTSR RN
4 . ; on Defense and National Security, and a member
analysis, mathematical game theory and eco- s = e, :
/ . . . ) of the ASA Board of Directors. Previously, he
nomic portfolio analysis. This talk describes ik Sy

' held three positions in the federal government (the

applications in counterterrorism, computer FDA, the DOT, and the National Institute of Stan-
security, corporate competition and regulatory BRI M EEa M VIR U Rt SR e E MR
policy. A key ingredient is the Kadane- Carnegie Mellon and the University of Cam-

Larkey formulation of game theory, which is bitdge. His teaeatonnvolves Risk Atialysis,

: : - metabolomics, network maodels, and data mining,
a Bayesian alternative to the less flexible, and

less realistic, minimax criterion.

For additional information, please contact Dr. Mehmet Sahinoglu, Eminent
Scholar and Professor, Department of Computer Science, Troy University at
(334) 832-7289 or E-mail (mesa@troy.cdu).

The Colloquium is supported by the Troy University Department of Computer
Science, College of Arts and Sciences and The Graduate School.

TROY
UNIVERSITY

A future of opportusities.
www.troy.edu
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TROY UNIVERSITY COMPUTER SCIENCE DEPT.’S
INFORMATION TECHNOLOGY SEMINAR - 2008

1Grasp: Intuitive Visualizations

for Understanding Software

Presented by:
Dr. James H.
Cross I1
Dept. of
Computer Science
and Software
Engineering
Auburn University

Tuesday April 29,
2008
5:30 pm - 6:30 pm
Troy University
Rosa Parks
Library and
Museum
Auditorium
For additional information, please
contact Dr. Mehmet Sahinoglu,
Eminent Scholar and Professor,

Dept. of Computer Science, Troy
University—=Montgomery at:

Phone: 334-832-7289 or
334-832-7282
Fax: 334-241-9589
E-mail: mesa@troy.edu
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An iIntegrated Development Bnvironment with
Visualizations for improving Software Comprehensibiiity
tecrng Curremt jJGRASPF relvaxe ix 1.7.0
arioad (June 1, 2004) G
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ABSTRACT: jGrasp is an IDE that provides automatic generation of visualizations for
the major object-oriented concepts in Java: control structures, classes, interfaces,
objects, inheritance, polymorphism, composition, and data structures. jGrasp pro-
duces Control Structure Diagrams (CSDs), UML class diagrams and most recently,
dynamic object views that work in conjunction with the visual debugger and work-
bench. A data structure identifier mechanism attempts to Identify and render tradi-
tional abstract visualizations for common data structures such as stacks, queues,
linked lists, binary trees, heaps, and hash tables. These are dynamic visualizations
in that they are generated while running the user's program in debug mode. Hence,
they can help bridge the gap between implementation and the conceptual view of
data structures.

BIO: Dr. Cross Is a Professor of Computer Science and Software Engineering at Au-
burn University where he served two terms as department chair (1996-2006). Dr.
Cross teaches and directs research in the areas of object-oriented design and pro-
gramming, visualization, and environments, His recent efforts include the JGrasp
research project which Is focused on the automatic generation of Graphical Repre-
sentations of Algorithms, Structures and Processes for software (http://

www.jgrasp.org).
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SOCIETY FOR DESIGN AND
PROCESS SCIENCE

Final Program
2009

Montgomery, Alabama
The Informatics Institute
Auburn University ot Montgomery
November 1-5, 2009

Dedicated to the memory
of Dr. Percy Julian

Theme
Informatics & Cyberspace: Transdisciplinary
Research and Education

Sponsored by
Society for Design & Process Science (SDPS)
Software Engineering Society (SES)
Aubum University af Montgomery
GEMSAN-Istanbul-Turkey

Co-sponsored by
IC2 Institute, University of Texas
Intelligent Systems Technology Inc.
University of Alabama at Birmingham
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Invitation from Auburn Montgomery

" Montgomery. We are honored

y o host SDPS, irs members and
guests and fo give you a taste of
the hospitality for which the South
is known.

As parr of the conference, you will have the opportunity
to leam abeut our new Informarics Instirute. We are
excited abour the opportunities the institure will provide
our students as well as irs potential for fruitful research

in the field of dara and information security. We are
deeply committed ro the aeation of programs addressing
ransdisciplinary issues and the potential they have for
expanding knowledge and leaming.

In addifion to the leaming opportunities at the SDPS
conference, we have planned a variety of acivities ro
“show off” Montgomery. The dty is the birthplace of both
the Civil War and the Civil Righrs Movement and offers
much to see and do. Specifically, we have planned an
evening af the renowned Alabama Shakespeare Festival,
an evening in historic downrown Montgomery and a
relaxing dinner cruise on a 19™ century nverboar.

John G. Veres i
Chancellor
Auburn University ar Montgomery

From the President

Dear Fellow Transdisciplinarians
It is a special honor and privilege to
invire all of you ro the SDPS 2009
conference-workshop, which is being
organized ar the Auburn University
ar Monrgomery campus on 1-5
November 2009. This significant
evenr is the result of a colloboration
between the Informatics Institute ar
Auburn University ar Montgomery,
SDPS, and SES.

Our special gratitude goes to Professor Murar M. Tanik,
Professor Mehmet Sahinoglu, various SDPS commifrees,
and the local organizing committee for planning its
fruition. The significant commitment of resources for this
event by Dr. John Veres lll, chancellor of AUM, is
grearly appredared.

Ir is our hope and expectation that various conference
activities and the informal atmosphere of the workshops
will affracr @ wide spearum of participation as well as
members of the ransdiscplinary communiry fo explore
new and onginal themes under the broad umbrella of
aross-disciplinary research and education, which we will
then expand and develop into full fradks af the SDPS
2010 conference in Dallas.

As usual, this SDPS-AUM conference-workshop will
represent an experiment in challenging the research
and education communify to push into new frontiers in
complementary forms to disdplinary thinking. Please
consider joining us to make this experiment a grand
success with your confributions and presence.

Sincerely,
Sumit Ghosh, President, SDPS

Founding Fathers of Software

[=Z—_—*—‘ C. V. Ramamoorthy and R. T.

‘ Yeh, while they were establishing
the discipline during late 1060s
and early 1970s, probably never
envisioned the disdpline they
were developing would one day
be infimarely tied ro all other
disdplines. Wirh their seminal role
in the establishment of SDPS during
the mid-1990s they showed us
the ubiquitous nature of software. Nobel Loureate Herb
Simon’s seminal ralk ar SDPS 2000, on the role of sofrware
in the society, paved the way for the establishment of the
Sofrware Engineering Sodefy (SES) as a transdisciplinary
function of SDPS in 2000.

Since then SES is in the process of development

towards becoming the sodety of the future. Software
engineering, being inherently ransdisciplinary, cerainly
owns the future. | invite all sofrware practitioners and
engineers o join me in the expansion of SES. See you at
beautiful Montgomery on November 1-5, 2009, ro get
engaged and prepare a grand SES event for the nexr
SDPS conference.

Hiroshi Yamaguchi,
SES Prasident.
Japan
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Transdisciplinarity:
The George
Kozmetsky Way

As the prefix “mans” indicates,
ransdisciplinarity (o ferm infroduced
in 1970 by Jean Piager) concermns
thar which is af once berween the
disciplines, amoss the different disdplines, and beyond
each individual disdpline. Its goal is the understanding of
the present world, of which one of the imperatives i the
overarching unity of knowledge.

During the 1904 Systemns Infegration Conference in
Drazil, fare brought rogether David Gibson and Murar M.
Tanik. Murat explained the plans for estoblishing a new
sodety in the flaver of ronsdiscplinarity without being
familiar with the term at the fime. David rold Murar
thvat he should visit with George Kozmersky and explain
rhese ideas to him. Evennsally, David, George, and
Murar mer ar IC institure. The beginnings of SDFS wers
already taking shape, including the name, starshaped
logo, bylaws and basic concepts. The logo represents
information integraticn through communication. After
some discussions, George said, "Tell Ram o call me,”
meaning Prof. V. Ramameoorthy. The rest is hisrory for
the establishment of the Socety for Design and

Process 3dence. Eventually, SDFS is estoblished by the
founding board, which was compaosed of lare Dr. G.
Kozmefskey (chairman), Dr. C. V. Romamoorthy,

Dr. R T. Yeh, Dr. A. Ermas, and Dr. M. M. Tanik. 530PS was
incorporared in the Stare of Texas on Seprember &, 1995

and Dr. R. T. Yeh was elected as the first president of SDP5.

This year, af the newly minted Informatics Instirute of
AUM, located in the historcal heart of the beautiful state
of Alobarna, we will again discuss the mansdisciplinany
solutions for the issues and problems conceming our
immediate sumounding and the sodety-ar-large.

David Gibson, Stan Garchel, and Murar M. Tanilk

The Informatics Institute

Informatics studies the application
of information fechnology ro
pracrically any field while also

organizations, and sodety. In
pracrice, it uses compurafion os a
universal ool fo solve problems ro
CoOMMUnicare, gensrare, process,
store, and express ideas.

Montgomeny and the surmounding
River Region are home to many
businesses and milirary funcricns

considering its impocr on individuals,

thar greatly need degree programs in Information
Assurance. The Informarics Instirure ar AUM will inifiare
new groduare program in oyber systems and information
security to help meet cument and future workforce needs
in south central Alobama. The Informatics Inssinore and
AUM proudly invite the paricipants from all comers of the
globe to dicuss these cument educational and ressarch
trends. | only hope that you will camy back unforgesable
rnemaonies from our beautiful copital dty and dynamic,
scenic campus as a resulr of this enviable collaboration
berwesn AUM and 3DP5.

Mehmer Sahincglu
Direcror
AUM Informatics Instinure

Scheduled 5Speakers

Professor Okray Sinanoglu
Keynote Speaker

Endowed Chair,

Melecular Biclogy

Professor Oktay Sinanoglu has been
nominated rwice for Nobel Prize.
He is o Turkish scientist of theoretical
chemistry and molecular biclogy. Ar
age 28, he become the youngest
person in 20th cennury ar Yale University o arfain shafus as
a full professor. He eamed a degree in dhemical engi-
neering from the Universiry of California, Dedieley with
the highest rank. In only eight months, he groduared
fromn MIT in 1957 with the highesr degree. In rwo years,
he finished his doctorare ot UC Derkeley.

He theorized the "Many-Elearon Theory of Aroms and
Melecules” in 1962 by sclving a mathemarical thecrem
thar had been unsolved for 50 years. The same year,

he eamed the Alfred P. Sloon prize. He has rwo lifelong
chairs ar Yale in Molecular Biclogy and was the first to
eam the Alexonder von Humboldt Science Prize in 1973,
In 1975, he won the awaord of Japon's Infemaficnal
Qurstanding Sdentisr. In the 1980s, he theorized a new
method from 180 theeones conceming mathematics and
phiysics, considered revolutionary, which enobles chemists
to predicr the ways in which chemicals combine in the
laboratory and to sobve other complex problems in
chernistry using simple pidures and perodic rables.

David V. Gibson

David Gibson is associate direcror
of I Institure. His Ph.D. is from
Stanford Universiry with an emphasis
in organizafions, communication
theory, and inncvaticn. During
2000-2001, he was a Fulbright
Scholar af Insinste Superior Tecnico,
Lisbon, Pomegal. He teaches
Knowledge! Technology Transfer
and Adopticn in IC%s M35TC degres
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INVITED ACADEMIC MEETINGS and NPR RADIO INTERVIEWS

1. Compound Poisson density estimation of the number of software failures. First Kickoff Workshop
Conference on Software Reliability Engineering, Washington DC, 1990.

2. Academic-professional training of statisticians and industry-university relations. Il Harma
Meeting of Design of Experiments and Statistical Education; Proceeding of Design of Exp. and
Stat. Education pp. 216-228, Cordoba, Spain, 1994.

3. Statistical measures to evaluate and compare predictive quality of software reliability estimation
methods. IP-46, 51st Session of the ISI, Istanbul, Turkey, 1997.

4. Bayesian measures to compare predictive quality of software reliability estimation methods
(1998), invited session on software reliability, International Conference on Reliability and
Survival Analysis, NIU, DeKalb, IL, May 21-24, 1998.

5. Is your Computer Working? Radio Interview on National Public Radio (NPR), Montgomery, AL,
Oct 14, 2000.

6. Empirical Bayesian Availability Index of Safety and Time Critical Software Systems with
Corrective Maintenance., The University of Alabama, Electrical and Computer Engineering
Department, International Seminar Series, Birmingham, Alabama, October 27, 1999.

7. A Software Stopping Rule Algorithm for Industry to Save Time and Effort? RST (Reliable
Software Technologies), Washington D.C., Nov 19, 2000.

8. Testing International Waters? Radio Interview on National Public Radio (NPR), Montgomery, AL,
Dec. 31, 2000.

9. Rapid Response Research and Development Pool (R3DP), Montgomery Area Chamber of
Commerce (MACC), April 4, 2000.

10. Impacts of AOL and Time -Warner Merger on Cyber-World? Radio Interview on National Public
Radio (NPR), Montgomery, AL, April 4, 2000.

11. Panel Organizer: IT Education: Challenges and Solutions for 21st Century, CIS Colloquium on
IT, April 24, 2000.

12. The New Trends in Information technology, jointly with Prof. C.V. Ramamoorthy; Radio Interview
on National Public Radio (NPR), Montgomery, AL, April 25, 2000.

13. Panel Organizer and Chair, Panel Topic: The Impact of Software Quality and Reliability in 21st
Century, IDPT2000, Dallas, June 4-8, 2000.

14. Achieving the Quality of Verification for Behavioral Models with Minimum Effort, Bldg. 892,
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Auditorium, SSG/MST Gunter AFB, Montgomery AL, and April 7, 2000.

15.

Reliability Index Calculations of Integrated Software Systems (Internet) for Insufficient Failure
and Recovery Data using Sahinoglu-Libby PDF, The First Biennial International Conference on
Advances in Information Systems, ADVIS'2000, Dokuz Eylul University, Dept. of Computer
Engineering, Izmir-Turkey, Oct. 25-31, 2000.

16.

Invited Panelist in the panel:" Testing in High Assurance Systems Engineering" and Session
Chair, HASE 00, Albuguerque, NM, Nov. 2000.

17.

Has Internet been on your mind? NPR (National Public Radio) Interview with Carolyn Hutcheson

January, 2001.

18.

On Internet Security Seminar by Former Pres. Advisor, Prof. E. Spafford, Purdue U. with S.
Goldsby, CEO, ICS, NPR (National Public Radio)Interview with Carolyn Hutcheson Feb. 2001.

19.

Honorarium Speaker at SDPS IDPT Conference in Pasadena, Cal., June 2001.

20.

On Software Reliability with Prof. N. Schneidewind, NPS (Naval Postgraduate School), IEEE
Reliability Engineer Year 2001, NPR (National Public Radio) Interview with Carolyn Hutcheson
Apr. 2, 2002.

21.

On “Power Generation Reliability Estimation and Planning- A Case Study in Turkish
Interconnected System”, a slide presentation invited by Tom Newdome, Scott Thurman et. al. of

Alabama Power Company in Montgomery, April 2002

22,

On Software Testing, a series of invited presentations at Ankara University, Ankara and DEU,
Izmir, July 2002.

23.

On Algorithms, invited to be the Session Chair at MSE2002, Multimedia System Engineering,
Newport Beach, Ca., December 2002.

24,

On Software Management and NASA Statistics with John Peterson, NPR (National Public Radio)
Interview with Carolyn Hutcheson, Feb.3, 2003.

25.

On “An Exact Reliability Block Diagram Calculation Tool to design Very Complex Systems”,
Invited Honorary Speaker, 1*ACIS International Conference on Software Engineering, Research
and Applications (SERA’03), San Francisco, June 25-27, 2003.

26.

27.

On “The Future of Computer Software Systems” with Dr. Raymond Paul, DoD , NPR (National
Public Radio) Interview with Carolyn Hutcheson, Feb. 2, 2004.
Keynote, 1GS2004, International Statistics Days; Izmir-Turkey (May 2004)

28.

On “The Evolution of the Reliability of Cyber-Systems” with Dr. C. V. Ramamoorthy, NPR
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(National Public Radio) Interview with Carolyn Hutcheson, Feb. 3, 2005.

29.

On “Security Aware Software”, with Dr. A. Yasinsac, NPR (National Public Radio) Interview with
Carolyn Hutcheson, Feb. 7, 2006.

30.

On “Automating Software Evolution through Model-Driven Engineering”, with Dr. J. Gray, NPR
(National Public Radio) Interview with Carolyn Hutcheson, April 3, 2007.

31.

On “Applications in Adversarial Risk Analysis”, with Dr. D. Banks, NPR (National Public Radio)
Interview with Carolyn Hutcheson, March 28, 2008.

32.

Invited Keynote Speaker on ”Availability Analysis in Components and Networks ™ during 1GS04
held in Pine Bay resort in Kusadasi /Izmir/ Turkey, May 20-27, 2004.

33.

Invited to Microsoft’s HQ in Redmond Washington to attend “Trustworthy Computing Days” as
one if its 14 global scholars, April 7-8, 2006.

34.

Invited to present a Book-Tutorial on the J. Wiley “Trustworthy Computing” at IDPT-2006, San
Diego, California, and June 23-29, 2006.

35.

Invited keynote speaker by Yonsei University at the Korean Digital Society’s Seminar (DII-06) on
Security and Privacy, Seoul, S. Korea, Nov. 15, 2006.

36.

Invited speaker at U-Mass in Amherst, MA on Security and Privacy, Dec. 8, 2006.

37.

Invited speaker at UAB’s CIS Dept. in Birmingham, AL on Security and Privacy, Dec. 1, 2006.

38.

Invited distinguished speaker at IV International Conference on Systems Integration (ICSI’07)
held in Brasilia, Brazil, 2-5 December 2007.

39.

Invited Speaker to INTERFACE/SAMSI by Duke University, May 22-24, 2008.

40.

Invited distinguished speaker at IV International Conference on Systems Integration (ICSI’08)
held in Brasilia, Brazil, 9-11 November 2008.

41.

Invited Discussant Speaker, Risk Section of the JSM (Joint Stat Meetings), Denver, CO;
Aug. 3-8, 2008.

42.

Invited Speaker, “Quantitative Risk Assessment of Software Security and Privacy, and Risk
Management with Game Theory ”, CERIAS/Purdue University Annual Symposium Seminars, Feb
11, 20009.

43.

Invited Discussion Paper Presenter on “Adversarial Risk Analysis, Influence Diagram, and Auctions” by
Jesus Rios, David Rios and David Banks; “Adversarial Risk Analysis Counterterrorism” by David Banks
and Bernard Harris; and “A Framework for Adversarial Risk Analysis” by Nozer D. Singpurwalla and
Anna Gordon, The 57" Session of the International Statistical Institute (1S109): Adversarial Risk Analysis —
IPM 95, Aug 20, 2009.
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http://www.cerias.purdue.edu/news_and_events/events/security_seminar/details.php?uid=rd9rstirre1jjq4edv2dmf2i4s@google.com
http://www.cerias.purdue.edu/news_and_events/events/security_seminar/details.php?uid=rd9rstirre1jjq4edv2dmf2i4s@google.com

44. Invited Speaker and Invited Session Organizer, Session Title: Statistical Risk Assessment of Trustworthy

Computing, ISI Risk Meetings, Dublin-Ireland, August 2011.

45. M. Sahinoglu, "Cloud Meter, A Risk Assessment and Mitigation Tool," Cyber Security Training
Conference (CSCT), Colorado Springs, August 1-2, 2012.

46. M. Sahinoglu, Kenneth Wool, "RISK ASSESSMENT AND MANAGEMENT TO ESTIMATE
HOSPITAL CREDIBILITY SCORE OF PATIENT HEALTH CARE QUALITY," ISSA (Information
Systems Security Association) Montgomery Chapter Monthly Meeting, Baptist Medical Center
East, Monday, August 20, 2012 11:00 AM-11:30PM .

47. M. Sahinoglu, "QUANTITATIVE CYBER-SECURITY AND PRIVACY RISK ASSESSMENT FOR
QUALITY IMPROVEMENT OF HEALTH CARE IT IN THE ALABAMA DEPARTMENT OF
PUBLIC HEALTH JURISDICTION AREA," ISSA (Information Systems Security Association)
Montgomery Chapter Monthly Meeting, Baptist Medical Center East, Monday, August 20, 2012
11:30 AM-12:00PM, Montgomery, AL.

48. M. Sahinoglu, “Cybersecurity Risk Preventions and Metrics- A Case Study for the Implementation

of the Quantitative Security Risk Meter to Personal Computers”, S. James High School,
Montgomery Alabama, March 2013.

49. M. Sahinoglu, A seminar on the prospects of “Cyber-Risk Informatics: Metric-Based Evaluation
in Cybersystems and Information Security, and Reliability Modeling, Textbook with NOVA
Science Publishers’ Contract signed Dec. 4, 2013, due March 2014 to be published in July 2014,
UAB (University of Alabama at Birmingham), Electrical and Computer Engineering), January
22,2013

50. M. Sahinoglu, Cyber-Risk Informatics, Summer School, Informatics Institute METU-Ankara-
Turkey, Aug. 11-15, 2014

REFEREED and PRESENTED CONFERENCE PROCEEDINGS
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Networks” Accepted for presentation on 8/5/2009 at the Invited Session
#204120: Quantitative Security and Cybersytems, JSM, Washington, DC, August
2009.

102. M. Sahinoglu, Invited Discussion Paper on “Adversarial Risk Analysis, Influence
Diagram, and Auctions” by Jesus Rios, David Rios and David Banks; “Adversarial
Risk Analysis Counterterrorism” by David Banks and Bernard Harris,; and “A
Framework for Adversarial Risk Analysis” by Nozer D. Singpurwalla and Anna
Gordon, The 57" Session of the International Statistical Institute (1S109): Adversarial
Risk Analysis — IPM 95 Thurs. Aug 20, 2009.

103. M. Sahinoglu, Lynn Dennard, S. Morton, “Quantitative Ecological Risk Assessment
and Risk Management”, SEC-19, Air Force Information Technology Conference
(AFITC 09), Abstract Book p.56, August 24, 2009.

104. M. Sahinoglu, S. Ganguly, S. Morton, “4 Quantitative Index for Software
Usability in Trustworthy Computing”, Proc. Integrated Systems, Design and
Process Science, 12" SDPS Transdisciplinary Workshop-Conference,
Montgomery, AL, November 1-5, 2009.

105. M. H. Assaf, L.A. Moore, S. Das, S.N. Biswas and M. Sahinoglu, “Low-Level
Fault Testing ASIC Simulation Environment”, Proc. Integrated Systems, Design
and Process Science, 12" SDPS Transdisciplinary Workshop-Conference,
Montgomery, AL, November 1-5, 2009.

106. R. M. Barclay and M. Sahinoglu, *“ The Computer User-The IT Security’s
Weakest Link”, Proc. Integrated Systems, Design and Process Science, 1 Al
SDPS Transdisciplinary Workshop-Conference, Montgomery, AL, November 1-5,
2009.

107. Luis A. Cueva-Parra and M. Sahinoglu. “Security Metrics on Cloud Computing
using Statistical Simulation and Markov Process,” Proc. Integrated Systems, Design
and Process Science, 12" SDPS Transdisciplinary Workshop-Conference,
Montgomery, AL, November 1-5, 2009.

108. M. Sahinoglu, “Five Themes of the Quantitative Security-Meter Sofiware”,
Tutorial-Demo, SDPS/AUM Workshop Conference, 1:30-2:15 pm, Montgomery,
AL, Wednesday Nov. 4, 2009.

109. M. Sahinoglu, David Ang, Luis Cueva-Parra, Serajul Bhuiyan, Tom Lucy-
Bouler, Judy Kamnikar, Robert Underwood, Bob Gehling, *“ Workshop 1V:
Transdiscipline: Integrating Arts and Sciences, Engineering, and Business
Principles”, SDPS/AUM Workshop Conference, Montgomery, AL, Nov. 4, 2009.
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110. M. Sahinoglu, “Multivariate Statistical Modeling on the 3-State (Up, Derated,
Down) Availability of a Repairable Component with the Sahinoglu- Libby (SL)
Probability Distribution using Monte Carlo Simulation,” AU-AUM Mathematics
and Statistics Colloguia, Faculty Host: Nedret Billor; Monthly Seminar, Auburn
University, http://www.amth.auburn.edu/colloquia/index.htm; April 2, 2010.

111. M. Sahinoglu, Yan Ling Yuan, “Multivariate Statistical Modeling on the 3-
State (up, Derated, Down) Availability of a Repairable Component with the
Sahinoglu-Libby Probability Distribution using Monte Carlo Simulation”, Grand
Challenges Multiconference Simulation (GCMS’10) and SummerSim, Ottawa,
Canada, July 11-14, 2010.

112. M. Sahinoglu, “The Applications of the Quantitative Security-Meter
Algorithm to Health-Care Cyber Security and Others”, Tutorial-Demo, SDPS
2010, June 6-11, 2010, Dallas, TX.

113. M. Sahinoglu, “New Method for Cyber-Security Risk Assessment and Cost-Efficient
Management in Wireless Sensor Networks”, Proceedings of Cyberspace Research
Workshop, http://csc.latech.edu/crwl10/proceedings.pdf, pp. 8-12, Shreveport, LA; Nov.
15-17, 2010.Nov. 15-17, 2010.

114. M. Sahinoglu, “ How to Apply Game Theory to Computer Security Risk
Assessment”, Invited Speaker, SAMSI Symposium, Proceedings of Interface

/SAMSI Risk Conference, SAS Institute, Cary , N. Carolina, June 1-3, 2011.

115. Aysen Dener Akkaya, Mehmet Sahinoglu, Scott Morton, Vir Phoha, “A
Quantitative Security and Privacy Risk Assessment and Management Method for
Social Networks,” IPS018 (Invited Session on Trustworthy Computing), ISI
2011, Dublin, Ireland, August 22-26, 2011.

116. Mehmet Sahinoglu, Sedat Capar, YanLing Yuan, “Statistical Inference on the
Two- and Three-State Availability of Repairable Units with the Sahinoglu-Libby
Model,” IPS018 (Invited Session on Trustworthy Computing), ISI 2011, Dublin,
Ireland, August 22-26, 2011.

117. Susan J. Simmons, Mehmet Sahinoglu, James H. Matis, “Efficient Stopping
Rules for Quantitative Security Testing of Cyber-Attacks, ” 1PS018 (Invited
Session on Trustworthy Computing), 1SI 2011, Dublin, Ireland, August 22-26,
2011.

118. M. Sahinoglu, “National Cyber-Security Risk Assessment and Management, ”
AFITC (Air Force Information Technology Conference), Montgomery, AL,
August 2010; Eisenhower Series Invited Speaker, Air War College, Maxwell
AFB, Montgomery AL, April 2011.

119. D. Ang, M. Sahinoglu," Achieving Educational Learning Objectives through
Innovative Production Management System”, International Conference on
Business and Information (BA12012), Sapporo-Japan, , Proceedings of Business
and Information, http://bai-conference.org, Volume 9, Issue 1, 2012, ISSN 1729-
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9322, July 3-5, 2012.

120. S.Das, M. Assaf, D, Shaw, S. Biswas, S. Morton, M. Sahinoglu,"Atalanta and
FSIM Simulation in Response Data Compaction of Multi-Output Digital Circuits
with Array of Two-Input” , Conference of Society of Design and Process
Science(SDPS), Session X1 Cloud Computing: Security and Reliability, Berlin,
Germany, 1:30-3:15pm, 13 June 2012.

121. M. Sahinoglu, Scott Morton, "Cloud Risk-O-Meter: An Algorithm for Cloud
Risk Assessment and Management,”" Conference of Society of Design and
Process Science (SDPS), Session X1 Cloud Computing: Security and Reliability,
1:30-3:15pm, Berlin, Germany, 13 June 2012.

122. Dan Marghitu, M. Sahinoglu, "Computing Reliability in a Complex Electric
Power Generation Grid using the Analytical Overlap and CLOUD Simulation
Techniques for Directional and Non-directional System Topologies," Conference
of Society of Design and Process Science (SDPS), Session X1 Cloud Computing:
Security and Reliability, Berlin, Germany, 1:30-3:15pm,13 June 2012.

123. Luis Cueva-Parra, M. Sahinoglu, Susan Simmons, "Reliability Testing before
Releasing CLOUD using a sequential Stopping Rule with Logistic-Growth
Compound Poisson Modeling", Conference of Society of Design and Process
Science(SDPS), Session X1 Cloud Computing: Security and Reliability, Berlin,
Germany, 1:30-3:15pm,13 June 2012

124. S. Das, M. Assaf, S. Biswas, M. Sahinoglu, "Session Initiation Protocol in
Multimedia Communications- Server Performance by Software Profiling™ ,
Conference of Society of Design and Process Science(SDPS), Session XV1
Innovative Approaches in Radio Frequency Engineering Applications, Berlin,
Germany 3:45-5:30pm, 13 June 2012.

125. M. Sahinoglu, "Cloud Meter, A Risk Assessment and Mitigation Tool", Cyber
Security Training Conference (CSCT), Colorado Springs, August 1-2, 2012.

126. David Ang, Dave Jahadanga, M. Sahinoglu, “Organizational Competitive
Principles in Cellular Manufacturing ”, Proc. of International Conf. on Business
and Information, Vol 10, Issue 1, 2013, ISSN: 1729-9322, http:/ibac-
conference.org, (pp. F235-F239). Bali, Indonesia: Academy of Taiwan
Information Systems Research, July 07-09. 2013.

127. M. Sahinoglu, S. Morton, “An Automated Algorithm to Assess and Manage
Ecological Risk”, http://www.aum.edu/docs/default-source/news-and-
headlines/sahinogluicoest2013fullpaper.pdf?sfvrsn=2. Presented at
ICOEST 2013, Urgup-Turkey, June 18-21, 2013.
http://icoest.org/arsiv/files/Conference-Programme.pdf

128. Sahinoglu, M.; Stockton, S.; Morton, S.; Eryilmaz, M., Metrics to Assess and
Manage Software Application Security Risk, Conference Proceedings, SAM’14,
Las Vegas July 20.
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129. Sahinoglu, M.; Stockton, S.; Morton, S.; Barclay, R.; Eryilmaz, M.,
ASSESSING DIGITAL FORENSICS RISK: A METRIC SURVEY APPROACH,
SDPS Conference Proc. (Theme: Smart Innovative Societies), Sarawak,
Malaysia , 15-19 June 2014, http://www.swinburne.edu.my/sdps2014/

TECHNICAL REPORTS and DISSERTATIONS

NOTE: All technical reports if so after 1990 have been listed under the Grants & Projects thereafter.

1. Mehmet SAHINOGLU, Use of Markov Modeling in Power System
Reliability Studies, Master of Science Dissertation, University of
Manchester Institute of Science and Technology, Manchester, England,
October 1975.

2. Mehmet SAHINOGLU, Statistical Inference on Reliability Performance
Index for Electric Power Generation Systems, Ph.D. Dissertation (Doctor
of Philosophy), The Institute of Statistics, College of Science, Texas A&M
University, College Station, 77843, Texas, USA, December 11, 1981.

3. Mehmet SAHINOGLU, Reliability Study-Spare Plant Assessment, TEK
Planlama ve Koordinasyon Dairesi, Pub. No:22, May 1976.

4. Mehmet SAHINOGLU, Basic Reliability Study in Electric Power Systems,
TEK Planlama ve Koordinasyon Dairesi, Pub. No:23, June 1976.

5. Mehmet SAHINOGLU, Reliability Evaluation Studies in 380 kv.
Transmission System, TEK Planlama ve Koordinasyon Dairesi,
Pub.No:24, July 1976.

6. Mehmet SAHINOGLU, Application of Markov Modeling in Electric Power
System Reliability Evaluation and Statistical Data Analysis, Applied
Statistics Dept., M.E.T.U. Working Paper No:2, Third National
Operations Research Conference, Izmir, Turkey, May 1977.

7. A.D.Patton, A.K.Ayoub, Associated Power Analysts Inc.; C. Singh, G. L.
Hogg (main authors), M. Sahinoglu, P .Resto, S. Asgarpoor
(programmers), Texas A&M University; J.H. Blackstone, Auburn
University; Modeling of Unit Operating Considerations in Generating
Capacity Reliability Evaluation, Vol.1 : Mathematical Models, Computing
Methods and Results, Vol.2 : Computer Program Documentation, EPRI
EL.2519 Project 1534-1 Final Report, July 1982.

8. Mehmet SAHINOGLU, On the Power System Reliability Evaluation and
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Reliability Statistics), TMMOB Elektrik Muh. Dergisi, Ankara, April 1983.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
and Statistical Data Analysis, Ad-Hoc Meeting of Experts on Power
System Planning Strategy, Istanbul-Turkey, May 1983.

10.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
and Statistical Data Analysis, Ad-Hoc Meeting of Experts on Power
System Planning Strategy, Athens-Greece, October 10-11, 1983.

11.

Mehmet SAHINOGLU, Omer Gebizlioglu, Balkan Interconnected Power
System Reliability Evaluation and Statistical Data Analysis, Department
of Statistics-M.E.T.U. & Planning Coordination Dept - Turkish Electricity
Authority (TEK), Ankara, June 1984; Selected ECE Document Published
in the Field of Energy in 1985/86 EP/GE/2/R.70/Add.1; E.C.E., Comm. on
Electric Power, Group of Experts on Problems of Planning, 16th Session,
Geneva, Switzerland, 4-6 June 1984.

12.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
and Statistical Data Analysis, Ad-Hoc Meeting of Experts on Power
System Planning Strategy, Poiana Brasov-Romania, November 12-14,
1984.

13.

Mehmet SAHINOGLU, Problems of Planning and Operating Large Power
Systems, Economic Commission of Europe, Committee on Electric Power,
43rd Session, Geneva, Switzerland, 14-18 Jan. 1985.

14.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
Evaluation (1990), Project 06.3.1.3. - EP/GE.2/ R.70/Addenda 1.,
Economic Commission of Europe, Group of Experts Meeting, Committee
on Electric Power, 17th Session Geneva, Switzerland, 1-3 April 1985.

15.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
Evaluation for the Planning Year 1990 and Statistical Analysis-Final
Report, Dept of Statistics M.E.T.U. & Planning Coordination Department
- T.E.K., Ankara, July 1985 presented at the Ad-Hoc Meeting of Experts
on Power System Planning Strategy, XIVth Session of the Coordinating
Committee of the Interconnection of the Electric Power Transmission
Systems of the Balkan Countries in Istanbul; Nov.26-29, 1985.

16.

Mehmet SAHINOGLU, Balkan Interconnected Power System Reliability
Evaluation (1990), Project 06.3.1.3. - EP/GE.2 /R.70/Addenda 2.,
Economic Commission of Europe, Comm. on Electric Power, 18th
Session, Geneva, Switzerland, May 28-30, 1986.

17.

Mehmet SAHINOGLU, The Evaluation of Reliability Indices for the Off-
Site Electric Power System at the Akkuyu Nuclear Power Plant for the
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Assessment and Planning of On-Site Plant Reliability, Progress Report,
July 1986.

18.

Mehmet SAHINOGLU, Global Benefits of Interconnection Among Balkan
Power Systems (1990) - Economic Operation of International
Interconnections, Coordinating Committee for the Development of
Interconnection of the Electric Power Systems of the Balkan countries,
Novisad-Yugoslavia April 7-10, 1987.

19.

Mehmet SAHINOGLU, Report of the Seminar on Comparison of Models
of Planning and Operating Electric Power Systems, Moscow-
Rapporteurship Duty by the Government of Turkey, Presented to ECE
(Economic Commission of Europe), Committee on Electric Power-Secr.,
Geneva, Switzerland, Dec 1986.

20.

Mehmet SAHINOGLU, Statistical Chaos and Remedies, Gunes Gazetesi
(Daily Newspaper SUN), 15 Sept. 1987.

21.

Mehmet SAHINOGLU, The Evaluation of Reliability Indices for the Off-
Site Electric Power System at the Akkuyu Nuclear Power Plant for the
Assessment and Planning of On-Site Plant Reliability Ankara, Final
Report, Oct.1987.

22.

Mehmet SAHINOGLU, Global Benefits of Interconnection among Balkan
Power Systems (1990), Final Report, Coor. Co. for the Interconnection of
the Electric Power Systems of the Balkan countries ,Geneva-Switzerland,
Jan. 1988, U.N. Economic and Social Council, Econ. Comm. for Europe,
Comm. on Electric Power, Meeting of Experts on Problems of Planning
and Operating Large Power Systems, Proj. No. EP/GE.2/R.70 /Add.3
/Rev.1 by Govt of Turkey, March 1988.

23.

Mehmet SAHINOGLU, Avrupa Enerji Konferansi ve Enerji
Planlamasinda Istatistik Disiplini, (Moscow/USSR- European Conference
on Energy and Statistics Discipline in Energy Planning), E.M.O Monthly
(Chamber of Electrical Engineers), Ankara, Turkey, April1988.

24,

W.Hsu, Mehmet SAHINOGLU, E.H. Spafford, An Experimental Approach
to Statistical Mutation-Based Testing, Technical Report, SERC-TR 63,
SERC, Dept. of Comp. Sciences, Purdue Univ., Feb. 1990.

25.

Mehmet SAHINOGLU, Compound Poisson Density Estimation of the
Number of Software Failures, Proceedings of the Software Reliability
Symposium-Proc. of Kick Off Meeting, Tech. Comm. on Software Rel.
Eng. & Subcomm. on Software Rel. Eng., Washington D.C., April 1990.

26.

Mehmet SAHINOGLU, E.H. Spafford, Sequential Statistical Procedures
for Approving Test Sets Using Mutation-Based Software Testing, SERC-

48




TR 79-P, SERC, Dept. of Computer Sciences, Purdue Univ., Feb 1990.

1) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

2) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

3) Project Code
Project Name
Supported By
Project Grant
Project Duration

4) Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

5)Project Code

INDUSTRIAL PROJECTS & GRANTS

82-06-04-01
Akkuyu Nuclear Power Plant Off-Site Reliability & Evaluation for the Security of the On-Site
System Operation

Turkish Electricity Authorities (TEK) Nuclear Management
36.000.000 TL (US$60000) (US$=600 TL in 1986 Sept.)
14.500.000 TL

Jan.1, 1986-Dec.31, 1986

84-01-06-01
Balkan Power Systems Interconnection Reliability & Evaluation with Respect to Optimization of
Short-Long Term Planning-Alternatives and Statistical Data Analysis

Turkish Electricity Authorities (TEK)- Planning and Research
45.454.545 TL (US$65000) (US$=700 TL in 1986 Sept.)
18.181.818 TL

Sept.30, 1986-Dec.1, 1987

82-06-04-01

Balkan Power Systems Interconnection & Reliability Evaluation and Statistical Data Analysis
Turkish Electricity Authorities (TEK) Planning and Research

4.950.000 TL (US$16500) (US$ = 300 Turkish Lira TL in 1982 Dec.)

Jan.1, 1983-June 30, 1984

84-01-06-01
Balkan Power Systems Interconnection Reliability & Evaluation with Respect to Optimization of
Short-Long Term Planning-Alternatives and Statistical Data Analysis

Turkish Electricity Authorities (TEK)- Planning and Research
6.000.000 TL (US$17000) (US$=350 TL in 1984 June)
2.004.00 TL

June 30, 1984-Sept. 30, 1985

85-01-09-01
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Project Name
Supported By
Project Grant
University Allotment

Project Duration

6)Project Code

Project Name

Supported By
Project Grant
University Allotment
Project Duration
Research Donor
Project Grant
Research Topic

7)Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

8)Project Code
Project Name
Supported By
Project Grant
University Allotment
Project Duration

9)Project Code
Project Name
Supported By
Project Grant

Balkan Power Systems Interconnection Reliability & Evaluation
Turkish Electricity Authorities (TEK) Planning and Research
8.500.000 TL (US$17000) (US$=500 TL in 1985 June)
4.224.000 TL

Sept.30, 1985-May 30, 1986

87-01-09-01

The Refereeing and Rapporteurship Service for the European Economic Commission-Committee
on Electric Power Conference on The Planning and Modeling of Large Systems held in Moscow,
USSR, June 1987 and Balkan Global Interconnected System Reliability Evaluation

Turkish Electricity Authorities (TEK) Planning and Research
50.000.000 TL (US$65000) (US$=770 TL in 1987 June)
20.000.000 TL

June 1, 1987-May 31, 1988

Fulbright Research Scholarship, USA

$18700 during August 1989-1990

Software Reliability Evaluation and Automated Mutation Testing

90-01-09-03; 91-01-09-01; 91-01-09-02 (Three projects)

TAFICS (Turkish Armed Forces Integrated Communication Network) To Write Software
Reliability and Security Specs

Undersecretary for National Defense (Savunma Sanayii)
120.000.000 TL (US$20000) (U$=6000 TL average)
60.000.000 TL

Sept. 1990-March 1992

92-01-09-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
134.000.000TL (US$20000) (US$=7000 TL average)
60.000.000 TL

May 1, 1992-1993

TUBITAK (NSF/Turkey)

Automated Software Testing & Implementation to Turkish Industry
TUBITAK (Ankara Blv. No:224; Kavaklidere)

180.000.000TL (US$18000) (US$=10000TL average)
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Equipment
Project Duration

10)Project Code
Project Name
Supported By
Project Grant
University Allotment
Project Duration

11)Project Code
Project Name
Supported By
Project Grant
University Allotment
Project Duration

12)Project Code
Project Name

Supported By
Project Grant
University Allotment
Project Duration

13)Project Donor
Project Name
Supported By
Project Grant

Project Duration

14)Project Donor
Supported By

Project Grant
Project Duration

15)Project Donor

Capital Costs:100.000.000 TL
Aug. 1992- November 1994

DEVAK-93-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
199.000.000TL (US$22110) (US$=9000TL)

40.000.000 TL

May 1, 1993-94

DEVAK-94-01

Statistical Re-organization and Reliability Studies in TEK
Turkish Electricity Authorities (under General Director)
500.000.000TL (US$16660) (US$=30000TL)
100.000.000 TL

May 1, 1994-95

DEVAK-95-01

Evaluation of Reliability Indices in Turkish Interconnected Power Generation System for
Capacity Planning (1995-2000)

Turkish Electricity Authorities Generation & Transmission (TEAS)
1.700.000.000. TL (US$34000) (US$=50000TL)

340.000.000 TL

Dec. 1, 1995- May 1, 1997

TUBITAK NATO B2

New Statistical Measures for Assessing and Comparing the Predictive Accuracy of Software
Reliability Estimation Methods

Turkish Scientific Technical and Research Council

2.200.000.000 TL (US$11000)
(US$=200.000TL)

Aug.'97 - June'99 (Executed at Purdue and Case Western Reserve Universities)

Software and System Reliability Measurement in Integrated Networks

Troy State University Montgomery Eminent Scholar Research Funds (ACHE: Alabama
Commission on Higher Education)

Annually: $20,000 (Prog. Personnel), $10,000 (Equipment-Software), $7,000 (Travel)
Sept. 1999 - Aug. 2008

Microsoft TWC Curriculum (See the hyperlink www.areslimited.com for Final Report)
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Project Name
Supported By
Project Grant
Project Duration
16)Project Donor
Project Name
Supported By
Project Grant
Project Duration

17)Project Donor

Project Name

Supported By

Project Grant

Project Duration

18)Project Donor

Project Name

Supported By

Project Grant

Project Duration

19)Project Donor

Project Name

Supported By
Project Grant
Project Duration

19)Project Donor
Project Name

Trustworthy Computing Curriculum

Microsoft Academic Alliance on TWC

Annually: $50,000

Jan 2006 - Jan 2007

ICS (Integrated Computer Solutions)
Cybersecurity Lab

ICS, Montgomery AL

One time equipment donation $85,000 upon request
2010-

National Science Foundation pending 08/15/13 proposal

Expanding Alabama’s Research Capacity in Cyber Security and Cyber Response

(AUM under Informatics Institute will be responsible for participating on the following tasks:
Industrial Control Cyber Physical Systems Security, Trustworthy Infrastructure in Cloud
Environments, Modeling and Simulation)

EPSCOR Research Infrastructure Improvement Program Track-1; (RIl Track-1); Program
Solicitation NSF 13-549 (pending)

Total Consortium for all participating Universities (Auburn, Tuskegee, UAB, UAH, USA, A
A&M, UA and other AL Col/Univ) in AL : $4,000,000 with Auburn & AUM: $627,000

2013-2018

Office of Naval Research (ONR) ( pending —to be soon submitted)

“Information Assurance of Cyber-Physical Systems with Internal Self-Manageable Security Risk Assessment
Clock - An Automated Software for Cybersystems Ubiquitous Third Wave-Computing”

Long Range Broad Agency Announcement (BAA) for Navy and Marine Corps Science and
Technology 13-001 (pending)

http://www.onr.navy.mil/Science-Technology/Departments/Code-31/All-Programs/311-
Mathematics-Computers-Research/Software-Computing-Systems.aspx

2013-2016

Gulf of Mexico Research Initiative (GoMRI) (pending 12/15/13 preproposal)

GoMRI Research Themes.(Theme 1V)

Title Pending: Preventing Oil Spills: Risk Assessment, Detection and Mitigation with Sensor
Networks (pending with Profs lyengar/FIU School of Computing and Marghitu/Auburn U.
Mechanical Engineering and Vir Phoha/Computer Science at LaTech)

2015-2017 GoMRI Research Consortia
GOMRI2012-11_262 Project Description.pdf available from applicant
1 January 2015-31 December 2017

S&T LONG RANGE LRBAA HOMELAND SECURITY (proposal pending)

Quantitative Risk Assessment and Cost-Optimal Risk Mitigation to Enhance Quality for
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Supported By
Project Grant

Project Durat

National/State Cybersystems and Information Security Assurance

DHS S&T : Science and Technology Directorate, Security and Trust Division

CYBER SECURITY: CSD.07 — Information system insider threat detection models and
mitigation technologies. CSD.10 — Software Assurance: Including tools and techniques for
analyzing software

ion 1 June 2013 - 31 May 2016

LIST OF COURSES INSTRUCTED (1976-2013)

1976-77

1977-81

1981-82

1982-83

1982-83

1983-84

1983-84

1984-85

1984-85

1985-86

1985-86

1986-87

1986-87

1 Semester

PhD Studies

2 Semester

1 Semester

2 Semester

1 Semester

1 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

Linear Algebra
Introduction to Statistics

Applied courses on Statistics and Power Reliability
Engineering at Texas A&M University, Institute of Statistics and
Electric Power Institute respectively (Total: 8)

Nonparametric Statistics

Fundamentals of Probability and Statistics |
Sampling and Survey Design

Fundamentals of Probability and Statistics I
Introduction to Reliability Theory and Application

Sampling Theory (Graduate)
Theory of Statistical Inference |

Reliability Theory (Graduate)
Theory of Stochastic Processes
Theory of Statistical Inference I

Theory of Linear Models (Graduate)
Introduction to Reliability Theory and Application

Computational Statistics & Data Analysis (Grad.)
Bio-Assay and Bio-Statistics (Grad.)
Regression Analysis

Introduction to Mathematical Statistics |
Operations Research

Introduction to Mathematical Statistics I
Theory of Linear Models (Graduate)

Computational Statistics |
Introduction to Multivariate Statistics

Computational Statistics I
Reliability Theory & System Applications (Grad.)
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1987-88

1987-88

1988-89

1988-89

1989-90

1990-91

1990-91

1991-92

1992-93

1993-94

1994-95

1995-96

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

1 Semester

2 Semester

Decision Theory
Computational Statistics |

Computational Statistics Il
Statistical Analysis of Designed Experiments (Grad.)

Fundamentals of Probability & Statistics |
Reliability Theory & System Applications (Grad.)

Fundamentals of Probability & Statistics Il
Applied Stochastic Processes (Grad.)

Stat 511-Stat Methods (Grad./Purdue University)
Stat 301-Quality Control (Undergrad. / Purdue U.)
Stat 473-Statistical Computing | (M.C. Simulation)
Stat 355-(Nonlinear) Optimization in Statistics
Stat 474-Statistical Computing 11(C-Programming)
Stat 356-Optimization Il (Stat Qual. Control)

Stat 443- Statistical Data Analysis

Stat 514- Reliability Theory & Applications

Stat 456-Stochastic Processes

General Statistics (Dokuz Eylul Univ.)

Comp. Progr., Biostatistics, Seminar in Med. Stats

Introd. to Stat. and Probability | (undergrad)
Stat Inference | (grad.), Sampling (grad.)

Introd. to Stat. and Probability Il (undergrad.)
Stat. Inference Il (grad.), Design of Exp. (grad.)

Introd. to Stat. and Probability | (undergrad.)
Stat Inference | (grad.), Nonparametric Stat. (grad.)

Introd. to Stat. and Probability Il (undergrad.)
Stat. Inference Il (grad.), Comp. Stat. & Simulation (grad.)

Introd. to Stat. and Probability | (ugrad.)
Math. Stat. | (ugrad.), Prob. Theory (ugrad.),
Stat. Inference | (grad.), Actuarial & Risk Analy. (grad.)

Introd. to Stat. and Probability I (ugrad.)
Math Stat Il (ugrad.), Probability Theory (ugrad.)
Comp. Stat. & Simulation (grad.)
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1996-97

1997-98

1998-99

1 Semester

2 Semester

1 Semester

2 Semester

Sum.Semester

Sum.Semester

1 Semester

1 Semester

2 Semester

2 Semester

2 Semester

Sum Semester

Sum Semester

Introd. to Stat. and Probability | (ugrad.)
Math. Stat | (ugrad.)

Introd. to Stat. and Probability Il (ugrad.)
Math . Stat Il (ugrad.)

Introd. to Prob.&Statistics / 2 sections (Stat 301t) ugrad. Purdue
University

Introd. to Prob. & Statistics/ 2 sections (Stat 301t) ugrad. Purdue
University

Basic Statistics for Social & Life Sciences (Stat 201) ugrad. Case
Western Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Digital Signal Processing (Stat 332) ugrad. Case Western
Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Reliability and Calibration (Stat 413) ugrad. / grad. Case
Western Reserve U.

Basic Statistics for Social & Life Sciences(Stat 201) ugrad. Case
Western Reserve U.

Basic Statistics for Social & Life Sciences(Stat 201) ugrad. Case
Western Reserve U.

Statistics for Engineering & Science (Stat 312) ugrad. Case
Western Reserve U.

Troy State University Montgomery — Troy University Montgomery Campus

1999-00 Fall Quarter Probability and Statistics (CIS 313) ugrad.

Spring Quarter Probability and Statistics (CIS313) ugrad.

Summer Quarter  Operations Research (CIS 355) ugrad.

2000-01 Fall Semester Probability and Statistics (CIS 3313) ugrad.
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Spring Semester  Software Quality Engineering and Metrics(C1S6649) grad.

Spring Semester  Probability and Statistics (C1S313) ugrad.

Spring Semester  Operations Research (CIS 3325) ugrad.

Summer Semester Thesis and Research (CIS 6699)

2001-02 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Fall Semester Operations Research (CIS 3325) ugrad.

Spring Semester  Probability and Statistics (CIS 3313) ugrad.

Spring Semester  Operations Research (CIS 3325) ugrad.

Spring Semester  Seminar on Software Quality and Security

Engineering (CISS 4449) ugrad

Spring Semester  Software Quality Engineering and Metrics (C1S6649)

grad.

Fall/Spring Thesis and Research (CIS 6699)

Semester

2002-03 Fall Semester Probability and Statistics (CIS 3313) ugrad.

Fall Semester Modeling and Simulation (CIS 6647) grad.

Fall Semester Data Communications and Network Eng. (CIS 4445)
ugrad.

Fall Semester Thesis and Research (CIS 6699) grad.

Spring Semester  Probability and Statistics (CIS 3313) ugrad.
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2003-04

2004-05

2005-06

Spring Semester

Summer Semester

Fall Semester

Fall Semester

Spring Semester

Fall Semester

Fall Semester

Spring Semester

Fall Semester

Fall Semester

Fall Semester

Spring Semester

Spring Semester

Spring Semester

Summer Semester

Data Communications and Network Eng. (CIS 4445)
ugrad.

Software Quality Engineering and Metrics (C1S6649)
grad.

Probability and Statistics (CIS 3313) ugrad.

Data Communications and Network Eng (CIS 4445)
ugrad.

Probability and Statistics (CIS 3313) ugrad.

Probability and Statistics (CIS 3313) ugrad.

Seminar on Software Quality & Security
Engineering (CIS 4449) ugrad.

Probability and Statistics (CIS 3313) ugrad.

Computer Concepts & Applications (IS 2241) ugrad

Applied Statistics (MTH 2210) ugrad.

Operations Analysis and Modeling (CS 6647) grad.

Computer Concepts & Applications (IS 2241) ugrad. on-

line blackboard

Computer Security & Reliability (CS 4451) ugrad.

Computer Concepts & Applications (IS 2241) ugrad. on-

line blackboard

Computer Concepts & Applications (IS 2241) ugrad. on-

line blackboard
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2006-07

2007-08

Fall Semester

Fall Semester

Spring Semester

Spring Semester

Fall Semester

Fall Semester

Spring Semester

Applied Statistics (MTH 2210) ugrad.

Computer Security & Reliability (CS 4451) ugrad.

Operations Analysis and Modeling (CS 6647) grad.

Computer Security & Reliability (CS 6653) grad.

Operations Analysis and Modeling (CS 6647) grad.

Computer Security & Reliability (CS 6653) grad.

Computer Security & Reliability (CS 6653) grad.

AUM Courses (2011-): See CSIS Flyer

2012 Spring Sem. CSIS 6013 —Network Reliability and
Security Metrics

2012 Fall Sem. CSIS 6043 —Computer Systems Modeling
and Simulation

2013 Spring Sem. CSIS 6013 Network Security and
Reliability Metrics, CSIS 6952 Internship

2013 Fall Sem. CSIS 6043 —Computer Modeling
Simulation, CSIS 6952 Cybersecurity Seminar Internship

2014 Spring Sem. CSIS 6013 Network Security and
Reliability Metrics, CSIS 6952 Internship
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Candidate’s Activities for the Advancement of Engineering, Science and Technology
| |

A. Contributions: 1) Dr. Sahinoglu has pioneered a failure-count prediction technique in hardware (embedded)
or software testing process known as Compound Poisson Software Reliability Model (CPSRM) for estimating
the residual number of software or failures in testing. He also developed a Stopping-Rule Algorithm in testing
large pieces of software extending his reliability-growth model to optimize resource utilization, as contrasted
to conventional techniques that require billions of test vectors. His joint research in earlier years with
Professor G. Spafford from Purdue University and SERC to conduct mutation testing in 1990s on Testing and
Reliability, and in later years with Professor Das in 2000s on Built-in-Self Testing (BIST) and System-on Chip
(SOC) regarding the general topic of Non-Exhaustive Testing complement his research findings on his
Stopping-Rule algorithm. One such publication in October 2005 by IEEE Trans. in M & | augments earlier
works by the joint authors, Das et al., on space compression considering specifically full scan sequential
benchmark circuits for digital testing in non-exhaustive test sets. 2) He has further developed (1981) jointly
but independently with Dr. Libby, the Sahinoglu-Libby probability model of component unavailability, that is
an improved finding in contrary to classical modeling of availability where small sample results replace
erroneously - assumed large sample approximations of unavailability. 3) Most recently, Dr. Sahinoglu’s
probabilistic and game-theoretic security-meter algorithm to assess and manage risk quantitatively, has found
more favor than qualitative techniques because it converts to monetary tangible assets. This novel approach
can be useful to Homeland Security, or banks or companies to quantify security levels at critical locations,
also useful to home PCs for ubiquitous use. Dr. Sahinoglu’s contributions in assurance sciences and in
particular, reliability and security research are progressing with major industrial implications. His research
derives from focusing on these subjects for an extended time, which goes back to while he was finalizing his
MS and PhD dissertations at the University of Manchester and Texas A & M University respectively both on
reliability, which later led to his involvement with Hardware & Software Security Risk Engineering domain at
large.

B. Details and specifics: Dr. Sahinoglu’s contributions in the field of softwarelhardware reliability and
security science and engineering are regarded more innovative than routine. His originality in deriving a
new failure-count prediction model, viz. CPSRM (Compound Poisson Software Reliability Model) in
Software Reliability is an authoritative work, and has been cited by peers in various publications, and in
renowned textbooks. Dr. Sahinoglu applied his accumulation of knowledge and expertise in creating a cost-
efficient stopping-rule algorithm, MESAT, to save substantial amounts of test vectors in achieving a
desirable degree of coverage reliability or security. Through cost-benefit analysis, he has shown how cost-
efficient his proposed stopping-rule algorithm is, as compared to those employing conventionally exhaustive
“shot-gun” or “testing-to-death” approaches. This novel and cost-effective technique is valued for its
industrial potentials as well. Dr. Sahinoglu has subsequently proposed a practical method to compare the
forecast accuracy of software reliability prediction models.those used The method assesses the superiority of
one failure-count software reliability model over the other by measuring its probability of how much better.
The technique calculates the Bayes probability of how much better the prediction accuracy is for one
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software reliability estimation method relative to a competitor. This is more informative than only qualifying
that one is superior to the other in terms of hypothesis testing of equality of means or a mere arithmetic
difference of AREs (average relative error) without incorporating the inherent variability of predicted
values. The algorithm involves non-informative and informative priors that are placed on the mean of ARE of
the predictions, taken this time to be a r.v., rather than a conventional deterministic quantity. This work
facilitates to compare between competing software reliability models such as those used in the outer space.

Dr Sahinoglu has demonstrated pioneering applied research in developing what is now known as
Sahinoglu-Libby formula, a probability density function (pdf) of the unavailability parameter to closely
characterize the probabilistic behavior associated with the error distributions in components in relation to
their application in network reliability. His “security-meter” discovery of a first-time quantitative risk
model, published in IEEE Security and Privacy, and later in his class-tested Wiley textbook titled
"Trustworthy Computing” has been a timely achievement in the era of security malwares and notorious data
breaches. Dr. Sahinoglu covered all these innovative topics in his 2007 Wiley Textbook. This class—tested
book (seven years before it got published), complete with CD ROM containing cases and projects give
readers a hands-on experience on, reliability, security, privacy and a combined index of trustworthiness as
a reference for practicing software designers and developers, computer reliability, security-privacy risk
specialists, network administrators to work with data.

C. Other Specifics: Dr. Sahinoglu served in 1980s as a Network Reliability analyst to TEK (Turkish-
Electricity-Authority) and Defense Industry on energy projects besides representing the Turkish Energy
Ministry as a principal technical reporter with Economic Commission of Europe, and UN (United Nations)
in Geneva and Moscow. His co-authored paper, i.e. M. Sahinoglu,_ M. Longnecker, L. Ringer, C. Singh, and
A. K. Ayoub, “Probability Distribution Function for Generation Reliability Indices-Analytical Approach,”
IEEE Trans. PAS, Vol. 102, 1486-93, (1983) introduces the main aspects of the author’s Ph.D. dissertation
with a system emphasis on Power Generation Reliability Indices, and also the first time introduction of the
pdf of the FOR (unavailability), later named Sahinoglu-Libby probability model, under certain underlying
statistical assumptions.

He has pioneered an engineering-statistical sampling scheme, and then extensively collected data in
entire Turkey and Balkan countries for electrical power generation and failure-repair activities during his
consultancy work (1982-1997). He established the first automated mutation-based MOTHRA software
testing laboratory in Turkey at METU- Ankara and at DEU-Izmir under a TUBITAK (Turkish NSF) grant in
collaboration with Purdue University’s Software Engineering Research Center (SERC). He was the founder
Dean of the College of Science at DEU (1992-1997) where he developed computer reliability engineering
courses. He also served as the project manager for the first-time introduction of the Internet facility to DEU
and city of Izmir in 1993. He organized the first international summer school in Turkey on Computer
Software-Intensive Model Selection in Quality Control under ISI-IASC (1995). He introduced the reliability
courses in Turkish higher-ed schools (1982-97) until he relocated in USA. Dr. Sahinoglu recently wrote a
textbook on “Trustworthy Computing” (2007) published by Wiley & Sons for graduate students while
finalizing his 2006 international Microsoft Trustworthy Computing Curriculum grant. Since his Eminent
Scholar assignment at Troy University, he organized the first kick-off conference on IT (2000), and nine
annual and two separate symposia at TROY University by inviting the world’s prominent speakers under IT
Colloquium Series in cooperation with the local IEEE Chapter. He has jumpstarted the Software Quality
and Security Engineering program at TROY University system globally as of 2000.

Dr. Sahinoglu subsequently founded Informatics Institute in 2008 at AUM in Montgomery AL, and later in
2009 CSIS (Cybersystems and Information Security) graduate program, the fiursdt one of its kind in the
Southeast USA which later was accredited by SACS Southern Association of Colleges and Schools) in 2010
and NSA (National Security Association) accredited in 2013.
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(*) The candidate has innovated a new engineering-statistical chronological sampling scheme, and
collected extensively vital data in entire Turkey for electrical power generation, failure and repair activities
during his consultant work (1982-1997) as a Reliability Engineer and Statistician for Turkish Electricity
Authority (TEK). His sampling survey model now is in effect as adopted in all generation plants in Turkey’s
vast power generation arena exceeding 360 generating units (in 25 major categories) generating
approximately 22000 Mega-Watts. He has published these works within 15 years during his consultant status
in 8 different projects as Technical Reports under “The Computation of Reliability Indices in Turkish
Electricity Supply Network-Sensitivity Analyses and Inference” (original in Turkish) as submitted to TEK's
Research, Project and Coordination division. TEK has used these results for 2000-2010 Master Strategic
Plan. ECE’s Committee on Planning of Large Electric Power Systems in Geneva under auspices of UN also
released a technical report in 1988 on “The Interconnected Reliability Indices of Balkan Power Systems” for
which he was the responsible reporter and data collector, in representation of all 5 Balkan nations’ (Turkey,
Bulgaria, Greece, Romania and Yugoslavia) power generation networks. Dr. Sahinoglu’s work was the very
first Statistical Reliability Analysis that brought an exploratory statistical approach to Turkey’s
quantification of the service quality of its power systems, contrary to conventional ways. He presented the
same work on “Turkey’s Power Generation Reliability Indices” in Moscow and St. Petersburg (1987) while
serving as a reporter to UN.

(**) Dr. Sahinoglu served as a Network Reliability analyst to TEK and Defense Industry on projects besides
representing the Turkish Energy Ministry as a technical reporter with ECE/UN in Geneva and Moscow. He
has pioneered a new software for a statistical historical-sampling scheme, and extensively collected vital
data in entire Turkey for electrical power generation, failure and repair activities during his consultancy
work (1982-1997) as a Reliability Engineer and Statistician for Turkish Electricity Authority (TEK). He also
served as the project manager for the first-time introduction of the Internet facility to DEU and city of Izmir
in 1993. He organized the first international summer school in Turkey on Computer Software-Intensive
Model Selection in Quality Control under ISI-IASC (1995). He introduced the power and software reliability
engineering courses in Turkish schools (1982-97) until his relocation to USA in 1997.

(***) Dr. Sahinoglu later established a Cybersecurity Testing lab at AUM’s Informatics Institute in 2013
using equipment donated by 1CS/Montgomery (see grant #16, p.42). The firewall(s) will be configured to
allow traffic during the three years (150 weeks) for 15 selected sample nations: 1)USA, 2) Romania, 3)
China, 4) Russia, 5) N. Korea, 6) Nigeria, 7) India, 8) Turkey, 9) France, 10) Brazil, 11) Sweden, 12) South
Africa, 13)Bulgaria, 14)Poland, 15) United Kingdom. The Firewall(s) will change countries every other 10
weeks by sampling different ones to evenly represent the worlds geographical demography. This will
provide, by using the logging server, an overall log of information on how active a particular sample
country is by recording in terms of malware traffic information. In this case, the event can be considered an
attack because they dont have a valid reason for being in the AUM Informatics Institute network (a
disclaimer will be placed to warn that this is not an academic web site or similar; however a proxy name
will be attached such as Nuclear Solutions to attract malware traffic). They will alternate every 10th week to
assure 15 nations coverage for 150 weeks. This will enable the analyst to compare various countries ' attack
percentages overall since we also will have the entire Internet traffic figures (such as N. Korea over a week
sharing 10%, Russia 5% etc. to rank the highest at risk). See p.50 for an illustration of the test lab.
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NEW YORK
ACADEMY OF SCIENCES

PRESENTED TO

PROF MEHMET SAHINOGLU

IN RECOGNITION AND CERTIFICATION OF BEING ELECTED

AN ACTIVE MEMBER
OF THIS ACADEMY

December 1993 %%

PRESIDENT
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IEEE THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS, INC.
345 EAST 47TH STREET, NEW YORK, N.Y. 10017-2384, U.S A, TELEX 236411

MARTHA SLOAN DIRECT NUMBER {212} T05-7663

1993 PRESIDENT FAX (212} TOS-T182
E.MAR: M.Sloan@ieoe.org

Tuly 15, 1993

Dr. Mehmet Sahinoglu

Fac. of Sei. & Letters

Dokuz Eylul Univ.

1420 Sok No. 79/Kahramanlar
Izmir 35230 Turkey

Dear Dr. Sahinoglu:

It is a pleasure to advise you that you have been elected 10 S-eniﬂr Member in IEEE. Only 8%
of the over 320,000 IEEE members hold this grade.

I would be delighted to write to your employer, notifying him or her of your elevation to this
high grade of membership. If it is agreeable to you, please furnish the name, title, and address
of your employer on the form enclosed. A return envelope is enclosed for your convenience in
responding.
Please accept my sincere congratulations on your election to Senior Member.

Sincerely,

Sl S

Martha Sloan
President

MS:dp
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Compact Resume(from www.aum.edu/csis)

Director, Informatics Institute, Auburn Montgomery

With a Ph.D. jointly in EE and Statistics at Texas A&M (1981), an MS in Electric Power from UMIST, England (1975) in EE,
and a BS in Electrical & Computer Engineering from METU/Ankara (1969-73), Mehmet taught at TAMU (1980-81), METU
(1982-92) where he served as an assistant, associate, and then full professor. Later he taught at Purdue (1989-90,
1997-98) and Case Western Reserve University (1998-99) as Fulbright and NATO fellows in the capacity of a visiting
professor. He served as the College of Arts and Sciences founding dean, and Quantitative Sciences Department founder
chair at DEU in Izmir (1992-97). He served as the Eminent Scholar and Chair Professor of the CS Department at Troy
University Montgomery Campus before being assigned at AUM in 2008 as a Distinguished Professor and Director of
Informatics Institute.

A Fellow of Society of Design and Process Science (SDPS), and Senior Member of IEEE and ISI Elected Member, he co-
created the "Sahinoglu & Libby Probability Distribution (1981)”, and derived "Compound Poisson Software Reliability
Model & Stopping Rule in Software Testing” and “"Security Meter Quantitative Risk Assessment” algorithms. Dr. Sahinoglu
published "Trustworthy Computing” textbook by Wiley & Sons (2007). He was one of the 14 global Microsoft Trustworthy
Computing awardees (2006). Dr. Sahinoglu won best paper awards with Wiley Interdisciplinary Reviews (WIREs) in 2010
and 2011 on Network Reliability and Cloud Computing, and was invited to publish an advanced review on Game-theoretic
Computing in Risk Analysis for 2012 and Modeling and Simulation in Engineering in 2013, both of which have been
published. He has recently received funding on cyber assurance projects including Microsoft’s. Dr. Sahinoglu has a total
of more than 170 peer reviewed journal and proceedings research papers and book chapters combined during 30+ years
of his academic career (1981-2013). He founded the Informatics Institute at AUM in 2008 and established the CSIS
(Cybersystems and Information Security) Master’s program approved by ACHE in 2009 and accredited by SACS in 2010.
He co-organized, as expected from an SDPS Fellow, the SDPS/Auburn U world conference on Cybersystems and
Informatics at AUM in 2009 (www.aum.edu/csis).

Additional Patent Information: Patent Application Serial No. 12/407,892 Filing Date 3/20/2009
Title of Invention: Method of Automating Security Risk Assessment and Management with a Cost-Optimized Allocation Plan (also known
as Security Meter or Risk-O-Meter).

Mehmet Sahinoglu, Ph.D.
Director, Informatics Institute, Cyberystems and Information Security ,
P.0.Box 244023, Auburn University Montgomery, Montgomery AL 36124-4023
334 244 3769 (tel.), 334 244 3127 (fax); E-mail: msahinog@aum.edu URL: www.aum.edu/csis

(a) Professional Preparation:

Middle East Technical University (METU) Electrical and Control Engineering B.S., 1973
University of Manchester (UMIST) Electrical Engineering M.S., 1975
Texas A&M University (TAMU) Electrical Engineering & Statistics Ph.D, 1981

(b) Appointments:

Aug 2008 — Present Director, Informatics Institute, Auburn University at Montgomery

Aug 1999 — Aug 2008  Troy Univ., ACHE (Alabama Commission on Higher Education)- Eminent
Scholar - Endowed Chair; Professor and Head, Computer Science Department

June 1998 — Aug 2009  Visiting NATO Professor, Case Western Reserve University, Cleveland, OH.

July 1997 — June 1998  Visiting NATO Professor, Purdue Univ., West Lafayette, IN.

July 1992 — July 1997  Founding Dean, School of Arts and Sciences, and Founding Department Chair
at Dokuz Eylul University (DEU), Izmir, Turkey.

July 1990 - July 1992 Professor, Middle East Technical Univ., Ankara, Turkey.

July 1989 — July 1990  Visiting Fulbright Professor, Purdue Univ., West Lafayette, IN.

Jan 1982 — July 1989 Asst., Assoc., Full Professor at Middle East Technical Univ., Ankara, Turkey.

Aug 1978 — Dec 1981  Graduate Research/Teaching Resident Assistant at Texas A&M Univ. Texas
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FIVE SELECTED PRODUCTS

1. Sahinoglu M., 2005, “Security Meter - A practical decision meter model to quantify risk. IEEE
Security and Privacy. 3(3), 18-24.

2. Sahinoglu M., 2008, “An input-output measurable design for the Security Meter model to
guantify and manage software security risk. IEEE Trans on Instrumentation and Measurement,
57(6), 1251-1260.

3. Sahinoglu M., 2012, CLOUD Computing Risk Assessment and Management, Book (Risk Assessment
and Management) Chapter, Academy Publish.
http://www.academypublish.org/book/show/title/risk-assessment-and-management

4. Sahinoglu M., 2013, "The modeling and simulation in engineering," Invitational Overview: WIREs

(Wiley Interdisciplinary Reviews), WIREs Comput Stat 2013, 239-266. D0i:10.1002/wics 1254.
http://www.aum.edu/UR_Media/NandH/13nandh/130429/Sahinoglu_WICS1254 article.pdf

. Sahinoglu M, 2007, Trustworthy Computing - Analytical and Quantitative Engineering Evaluation.

Wiley Inc., Hoboken, New Jersey

(&3]

FIVE RELATED PRODUCTS

1. Sahinoglu, M, Rice B., 2010, “Network Reliability Evaluation,” Invited Advanced Review for Wiley Interdisciplinary
Reviews: Computational Statistics, New Jersey, Vol. 2, No. 2, 189-211

2. Sahinoglu, M, Libby, D., Das, S. R., 2005, “Measuring Availability Indices with Small Samples for Component and
Network Reliability using the Sahinoglu-Libby Probability Model,” IEEE Transactions on Instrumentation
Measurement, Vol. 54, No.3, 1283-1295.

3. Sahinoglu, M., 2003, “An Empirical Bayesian Stopping Rule in Testing and Verification of Behavioral Models,” IEEE
Transactions on Instrumentation and Measurement, 52(5), 1428-1443.

4. Sahinoglu, M., Cueva-Parra L., Ang D., 2012, “Game-theoretic computing in risk analysis”, WIREs Comput Stat 2012,
doi: 10.1002/wics, 1205 (d)

5. Sahinoglu, M., 1992, “Compound-Poisson Software Reliability Model,” IEEE Transactions on
Software, Engineering, Vol. 18, 624-630.

Five others related but not Listed above:

Sahinoglu M, Cueva-Parra L., “CLOUD Computing,” Invited Authors (Advanced Review)for Wiley Interdisciplinary
Reviews: Computational Statistics, New Jersey, Ed.-in-Chief: E. Wegman, Yasmin H. Said, D. W. Scott, Vol. 3, Number 1,
March 2011, pp. 47-68.

Sahinoglu, M., “The Limit of Sum of Markov Bernoulli Variables in System Reliability Estimation,” on IEEE Transactions
Reliability, Vol. 39, pp. 46-50, April 1990.

Sahinoglu M., Y.-L. Yuan, D. Banks, “Validation of a Security and Privacy Risk Metric
Using Triple Uniform Product Rule,” IJCITAE - International Journal of Computers,
Information Technology and Engineering, Vol. 4, Issue 2, pp. 125-135, December 2010.

Sahinoglu M., Cueva-Parra L., Simmons Susan J., "Software Assurance Testing Before Releasing Cloud for Business- A
Case Study on a Supercomputing Grid (Xsede)”, IJCITAEInternational Journal of Computers, Information Technology and
Engineering, Vol. 6, Issue 2, 73-81, December 2012.

Sahinoglu M., Ramamoorthy C.V., “RBD Tools Using Compression and Hybrid Techniques to Code, Decode and Compute s-
t Reliability in Simple and Complex Networks ”,IEEE Transactions on Instrumentation and Measurement, Special Guest
Edition on Testing, Vol. 54, No.3, Oct. 2005, pp.1789-1799
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AUM News and Headlines:

August meeting of local ISSA chapter to feature Dr. Mehmet Sahinoglu. This month’s meeting of the Central
Alabama Chapter of the Information Systems Security Association will be held on Monday, Aug. 20, from 11 a.m. to 12:30 p.m. at Baptist
East in the administration boardroom. The featured speaker will be AUM's own Dr. Mehmet Sahinoglu, Director of the Informatics
Institute. Sahinoglu will talk about "Risk Assessment and Management to Estimate Hospital Credibility Score of Patient Health Care
Quality."

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has published a couple of works recently as well as
spread a little knowledge of cybersecurity to a local high school class. Sahinoglu jointly published "Software
Assurance Testing before releasing Cloud for Business- A Case Study on a Supercomputing Grid (XSEDE)" in the
International Journal of Computers, Information Technology and Engineering with Dr. Luis Cueva-Parra (AUM),
Dr. Susan J. Simmons (University of North Carolina Wilmington), and Dr. Sunil R. Das (University of Ottawa and
Troy University). Sahinoglu’s seminal invitational advanced overview paper, "Modeling and simulation in
engineering," covering an extended 30-plus years of research since earning his Ph.d., has been published by Wiley's
WIREs (Wiley Interdisciplinary Review Series) in the May/June edition.

Dr. Mehmet
Sahinoglu

During spring break, Sahinoglu conducted a classroom talk on Cybersecurity Risk Preventions and Metrics to a
senior robotics class at St. James High School in Montgomery. The students worked on the Security Metric software
developed by Sahinoglu. Later, the class learned how to manage risk using game-theoretic methodology by using the second phase of the
software. The results of this work indicated that, for these high school users, there is close to a 50-50 chance of running into a threat not
counter-measured properly.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, co-wrote with Dr. Kenneth Wool, a cardiologist with
Central Alabama Veterans Health Care System in Montgomery, the chapter "Risk Assessment and Management to Estimate and Improve
Hospital Credibility Score of a Patient Health Care Quality" for the book Applied Cyber-Physical Systems. In June, Sahinoglu and Scott
Morton, Program Assistant in the Informatics Institute, presented the paper "An Automated Algorithm to Assess and Manage Ecological
Risk" at the International Conference on Environmental Science and Technology, Cappadocia Region, Urgup, Turkey.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has had several articles published in 2012, including:
"A New Metric for Usability in Trustworthy Computing of Cybersystems" in Significance, the bimonthly magazine and website of the
Royal Statistical Society and the American Statistical Association, with Scott Morton, Erman Samelo and Sukanta Ganguly
"Are Social Networks Risky? Assessing and Mitigating Risk™ in Significance, with Aysen Dener Akkaya.
The chapter "CLOUD Computing Risk Assessment and Management," pages 412-445 of Risk Assessment and Management, published by
Academy Publish. "Cost-Effective Security Testing of Cybersystems Using Combined LGCP: Logistic-Growth and Compound-Poisson
Probability Modeling" in the International Journal of Computers, Information Technology and Engineering with Susan J. Simmons and
James H. Matis.

Dr. Mehmet Sahinoglu, Director of the Informatics Institute, has published the article "Ecological Risk-O-Meter: A

Risk Assessor and Manager Software Tool for Better Decision Making in Ecosystems™ in the journal Environmetrics.

Co-authored with Susan J. Simmons and Lawrence B. Cahoon, University of North Carolina Wilmington, and Scott

Morton, AUM, the article discusses a software tool that not only assesses environmental and ecological risks, but
also takes into account potential solutions and provides guidance as to how spending can be optimized to reducing overall environmental
risk. Also published jointly by Dr. Mehmet Sahinoglu was “Game-theoretic computing in risk analysis” by WIREs Comput. Stat
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Master of Science in Cybersystems
and Information Security

Description:

The Master of Science degree program in Cybersystems and Information
Security (CSIS) prepares students to bacome leaders in the field of information
and network security, offering instruction and research opportunities that
provide graduates with the necessary knowledge and skills to effectively assess,
develop, and manage secure information networks and to respond to newly
developed threats. This program offers a unique opportunity for students to
leamn to:

< Identify and respond to infc hall in distributed
and embedded systems.

+ Evaluate and recommend technological tools and protocols to protect

<+ Integrate the use of encryption technology in non-secure and
non-private computers and systems.

+ Design and conduct research in the area of cybersystems and
information sacurity.

¢ Crtically and apply to computer and

threats.

Why a master’s degree in CSIS is important:
There is an ever-increasing need in society for greater cybersystems and
information security. This calls for the development of leaders who can
implement, monitor, and respond to security issues, as well as researchers who
candevelopmglnalmdmovmwotechndogestompmvecybersymm

The Cybersysts and ion S y master's program will
provide specialized tranmg in computer network and information security,
sacure software engi g, operating system security, secure network

engineering, and applied cryptology.

Preparation for program admission:

+ Undergraduate degree in Computer Science or a related field. Other
majors may require prerequisite coursework.

Students in this program will develop skills to:
¢ Demonstrate an understanding of the technical, management, and

policy aspects of cybersy and i ion

% Recognize the impact of security issues related to software enginearing
on distributed information systems.

<+ Assess information risks faced by an organization and develop a
response plan.

+ Demonstrate an understanding of technological and human engineering
problems linked to security risks.

<+ Access the impact of infc ion securil and market
developments on complex systems and organizational objectives.

% Mitigate system vulnerabilities and restore compromisad servicas.

+ Manage the development, acquisition, and evolution of a secure
information network.
¢ Cc

secure iand

i computer

< Troubleshoot large-scale information and y

<+ Develop a strategy for lifelong learning and profassional development in
information sacurity disciplines.

Program Director: Mehmet Sahinoglu, Ph.D., 334-244-3769, msahinog@aum.edu

Students in this program can find jobs in:
% Information Technology

Homeland Security

Government and State Agencies

Private Business

Armed Forces

® ¢ ¢ &

Students in this program will be instructed by:
Qualified faculty from Auburn University at Montgomery, Aubumn University, and
also experienced instructors and practitioners from the IT industry professionally
affiliated with Cybersystems and Information Security issues.

fAlvisioniforithe21stiCentuny: .

Cyb;’rsystems&qlnformatlon Security

e

Location:
Aubum Montgomery campus and online at www.aum.edu /csis

Starting Semester:
Fall (August) 2011

CSIS Courses:

The curriculum consists of 36 semester hours with thesis or nonthasis options.
Courses are taught by facuity from the Schools of Sciences and Business at
AUM, and in partial collaboration with the Auburn University Department of
Computer Science and Software Enginearing.

CSIS 6002 Introduction to Computer Security, 3hrs.

CSISe010:  Data Communications & Computer Networks, 3 hrs.
CSIS 8013 Network Security & Reliability-Quantitative Metrics, 3 hrs.
CSIS 8020:  Distributed Systems, 3 hrs.

CSIS 8023 Secure Software Systems, 3 hrs.

CSIS 8040:  Applied Cryptology, 3 hrs.
Information Security Management, 3 hrs.
Computer Systems Modeling & Simulation, 3 hrs.

ACCT 6180:  Financial Accounti grated Business Concep

3 hrs.
Without thesis option:
Operations Research, 3 hrs.

QMTD 6750:

CSISe912:  Supervised Practicum with Cyber-Industry Experience, 3 hrs.
CS1S: 8952 Security Policy Seminar: Healthcare, Finance, Business,
or Government, 3 hrs.
With thesis option:
CSIS 82920 MS Research Thesis, 9 hrs.

MDNTGOMBII’
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Committee on National Security Systems
and

The National Security Agency

hereby certify that

AUBURN UNIVERSITY at MONTGOMERY

offers a set of courseware that has been reviewed by National Level Information Assurance

Subject Matter Experts and determined to meet the National Training Standard for

Information Systems Security Professionals, NSTISSI No. 4011
for

June 2013 - June 2018

Toee b i O&qua/p QINCEA
Teresa M. Takai Debora A. Plunkett
Chair, Committee on National Security Systems Information Assurance
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Maliomal TA Faocalaioan
and lraining Program

Apnl 16, 2013

Dr. Mehmet Sahinoglu

Cybersystems and Information Security
Anbum University at Montgomery
P.O. Box 244023

Montgomery, AL 361243127

Dr. Sahinogha:

The Information Assurance Courseware Evaluation (TACE) Program has evaluated
your cerfification application and wvalidated that Aubum University at Montgomery
courseware meets all of the elements of the Committee on Mational Security Systems
(CNS5) National Traiming Standard for:

Information Systems Securify (INFOSEC) Professionals, NSTISSI No. 4011

You will receive recognition and an official certificate during the June 2013 CINSS
Ceremony, which will be held at the 17® Colloquium for Information Systems Security
Education (CISSE).

The IACE Program provides consistency i fraiming and education for the
information assurance skills that are critical to our nation. We appreciate your participation
m this program, and lock forward to seeing you m June.

Lynn Hathaway
Lynn Hathaway
IACE Program Manager

HNational Security Agency ~ P800 Savage Foad ~ F. Meade, MD 207555744 ~ ATTIN: 084, Suite 6744
(410 B34-6206 - FAY (410) 2542658
2skIACE §@nsa gov
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TRUSTWORTHY
COMPUTING

M. Sahinoglu

M. SAHINOGLU

TRUSTWORTHY COMPUTING

ANALYTICAL AND QUANTITATIVE
ENGINEERING EVALUATION

ISBN: 978-0-470-08512-7
$110.00 US » $131.99 CAN e £61.50 UK
320 pp.® Includes CD-ROM e September 2007

“The book itself is a commendable achievement, and it deals with the security and software reliability theory in an
integrated fashion with emphasis on practical applications to software engineering and information technology.
It is an excellent and unique book and definitely a seminal contribution and first of its kind.” — C.V. RAMAMOORTHY

Trustworthy Computing: Analytical and Quantitative Engineering

Evaluation presents an index-based, quantitative approach

to advances in reliability and security engineering. Objective,

metric-oriented, and data-driven, its goal is to establish metrics

to quantify risk and mitigate risk through risk management.

Based on the author’s class-tested curriculum, it covers:

¢ Fundamentals of component and system reliability and a
review of software reliability

 Software reliability modeling using effort-based and clustered

failure data and stochastic comparative measures

Quantitative modeling for security and privacy risk assessment

Cost-effective stopping rules in software reliability testing

Availablility medeling using Sahinoglu-Libby (S-L)

Probability Distribution

Reliability block diagramming for Simple and Complex

Embedded Systems

Complete with a CD-ROM containing case histories and projects
that give readers hands-on experience, this is a great text for
students in courses on security, reliability, and trustworthiness,
as well as a reference for practicing software designers and
developers, computer reliability and security specialists, and
network administrators who work with data.

M. Sasinoary, PHD, is Chair-Professor of the Computer Science
Department at Troy University in Montgomery, Alabama. After
teaching twenty years at his alma mater (BSEE) Middle East
Technical University in Ankara, Turkey, he served as founding
dean and department chair in the College of Arts and Sciences
at Dokuz Eylill University in 1zmir, Turkey. More recently,

Dr. Sahinoglu taught at Purdue University, Indiana, and Case
Western University, Ohio, before joining Troy University as

the university’s first Eminent Scholar in Computer Science.

Subscribe to our FREE Engineering eNewsletter at www.wiley.com/enewsletters Visit www.wiley.com/engineering
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Chapter 3. Quantitative Modeling for Security Risk Assessment

Chapter 4. Stopping Rules in Software Testing

Chapter 5. Availability Modeling using Sahinoglu-Libby
Probability Distribution Function

Chapter 6. Reliability Block Diagramming in Complex Systems
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Troy University gets $50,000 grant
By Man Clower, The Messenger

Troy University has been awarded a $50, 000 grand from
hicrosoft that will be used to fund courses cn infoomation
system reliability and security and a cyber-securify
laboratory.

The grarnt is one of only 15 awarded by Microsoft 1o
universities throwgh an ntermational compebiion of 114 other

proposalks.

The universily"s Compuler Sciences Dreparimend submitted
& praposal aimed at strengthening and validaling an already
exiksting universily course an reliability and security, said
MMehmetl Sahinogiu, Troy eminent scholar and professor of
compuiter science on the Montgomeny Campus

Sahinogh said the gran! puts Troy in an elite class of
universilies.

“I think this sorl of reseanrch makes us recognized ancurd
the world and really puts us on the map, Sahnoghu said_

“This is @ eg slep forward for Troy and truly could ol e
any bettar ”

roj , funded a grant fromm the hMicrosoft
;:Zepaﬂ:ﬁc'll'r;twonr?:cagmw!hg Curriculum 2005 Swards,
will benefd e university's compuiern users on e Tour
Slabama campuses, its B2 owut-of-siate siles and the
Ursdversity's el arnpurs_

Through the project, & cyber-security laboratory will be
developed iy collaboration with the Mmlgomeq-basﬂd
Integrated Computer Solutrons, who is pastinening with Troy
ko craate a working exarmpls of how 1o cresle a probliem-
solving feam betweaen the information technology indusbry

and academia

“WMhe aim o provide ouwr students with collaborative guidance
by a local IT firm for han-dSan-trainirb_g lhrou_gh the creation
of a cyber-security lab,” Sahinoglu said. "This brave
endeavor will eventualtly lake Troy University 1o the
establshment of & cemnter of advanced research in cormpuilers
saourity and retiability.”
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bama honors
wporting firms

. Bob Riley has recog-
i eight Alabama firms
xcellence in exporting.

@ value of exports from
ama grew by 19 per-
in 2005, surpassing the
nal growth rate of 10.6
mt, the governor's of-
aid in a statement.

2 total value of manu-
red goods shipped
Alabama companies to
wuntries during 2005
Wl $10.8 bhillion, up
$9.1 billion in 2004 and
illion in 2003,

Troy lab scores Microsoft a

Troy University will
use $50,000 award
to create a cyber-
security lab

By Erica Pippins
Mantgomery Advertiser
apippins@gannett.com

Troy University is among
4 universities from around
the world that have earned
a prestigious 850,000 Mi.
crosoft computing curricu-

lum award for internal and
external research.

Troy, along with 114 oth.
er institutions, submitted
proposals to Microsoft de-
tailing projects in the areas
of security, reliability, pri-
vacy, business integrity
and secure software engi-
neering.

The university will use
its award to create a cyber-
security lab where comput.
er science majors learn to
develop secure and reliable
information technology 5ys

—

tems, said grant
Mehmet Sahinoglu.

“This brave endeaver will
eventually and gradually
take us to the establishment
of a center of advanced re-
search in computer securi-
ty and reliability at Troy
University,” said Sahinog-
lu, who heads up the com.
puter science department at
Troy's Montgomery cam-
pus.

“It will create a future
powerhouse for our aca-

writer

demia and greater commu-
nity,” Sahinecgiu sajd.

Stephen Goldsby, CEOQ of
Integrated Computer Solu-
tions Ine. in Montgomery,
is collaborating with the
university to develop the
cyber-security lab.

ICS provides operations
support for mainframe,
midtier and enterprise net.
works,

“It's not surprising that
this grant was awarded in
Montgomery,” Goldsby
said. “We have a strong uni.

versity system and a strong
information technology
base because of the work
done at Maxwell-Gunter Air
Force Base. All the neces-
sary tools are in place for a
top-netch research project

in this area,

Goldsby's company is do-
nating equipment for the
]h:;ndson troubleshooting
ah.

It will be used to simulate
complex networks where
security and privacy are as-
sential, including those

Wa

found in banks
ment and law
agencies.
The group a
vide technical ¢
“i really bel
project because
search could h:
ty to aid us |
ness,” Goldsby |
Sahinoglu ag
“This is the |
an even harder
execute the pr
noglu said. “Bu
we can carry
greater heights.

: eight companies
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TSUM names
eminent scholar

Troy State University
Montgomary recandy namsd
Mehmat Sahinogiu as its first
Emitent Scholar of Comput
ef Information Seizyca

‘His vareer includes the reps
titatioil as ons of the world's
leading authorities on pover
systam reliablluy and com-
puter software veliablliy and-

. dependability enginesring,
. -Sahinogly has alsa been

racognized s the founding
dean of the college of arts and
soleinces and head of the de
periment of statistics at Do-
kuz Eylid Unlversity {n Tur
key. ®= has recently taught
apCase Westem Reserve and
“urdue universitles, |

This is follow-up to our discussion last week. Dr. Mahrmet Sahinoglu will become our CIS
Eminent Scholar/Department Chair on September 1, 1999, He is extremely qualified to assume
this position and will continue to move the CIS program forward. With his contacts and
experience, we look forward to filling other CIS positions in the not too distant fiurure.

Maxwell/Gunter mvitess.

« As soon as Dr. Sahinoglu settles in, we will get on your calendar for an introduction. T agres that
we should have a formal reception for him - and we’ll seek input from you on appropriate '

Thanks for your support and effort in our behalf, Bob.. Ilook forward to sesing you again soon.

¢c:  Dr. Jim Sutton Ve

Algust 18, 2008

AUM names Informatics Institute director

Mehmet Sahinoglu has been named distinguished professor and director of Auburn Monigomery's
Infarmatics Institute.

As director, Sahinoglu will develop and manage new undergraduate and graduate programs in in-
formation science and establish the institute as a focal point for research in information technology,

according to 2 news releasa from AUM.

"The inslitute provides a tangible way the university can support the mission of the 754th Electronic
Systerns Group and Alabama's bid to make Montgomery the home of the U.S, Air Force Cyber Com-

mand,” said AUM Chancellor John Veras,

Sahineglu comes to Auburn Montgomery from Troy University, where he served as eminent scholar
and chairman of the Computer Science Department en Troy's Montgomery campus, the release
states. He holds a bachelor's degree in electrical and computer engineering from Middle East
Technical University, a master's degree in electrical engineering from the Institute of Science and
Technolagy -- University of Manchester, and a doctorate in electrical engineering and statistics from

Texas A&M University.

— Staff report
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QPERATING CONSIOERATIONS N GENERATION RELIABILITY
' MODEL ING=-AN ANALYTICAL APPROACH

A. 0. Patton

C. Singh

M. Sahfnaglu

Electric Power Institute
2 Texas AMM University
Coilege Statfen, Texas

Abstract - The paper presents a new analytical ap-
proach to the calculation-af generating system relia-
bility indices. The new aporoach nakes it possidbie to
relax [deallzing assumptions and to explicitiy sodel
the effects of aperating cons{derations such as: (1)
unit duty cycles reflecting ioad cycle shape, reifa-
bility performance of other units, unit coomitment pol-
fcy, and operiting reserve~policy; (2) start-up fafl-
ures; (3) scart-up times;: and (4{ outage postponability.
The models presented can alsd be used o consider the.
effects of dasic .energy limitations and to give pro- |
duction cost estimates. :

. " [NTRODUCTION

Analytical sethods for generation reliabiiity mod-
eling generally assume the generating units independent
of each other and the Toad. This means that the gea-
erating units are Assumed to run continuously unlass on
forced or scheduled ocutage. Also the conventional
methods and models do not recognize operating consider-
ations and constraints such as spinning reserve policy,
generator start up time and outage postponability.
Recent simulation studies (1), however, indicate that
these factors have considerable effect on computed
relfability Indices. [t {5, therafore, important that
operating considerations ard constraints be incorpo-
rated into analycical madeling to more closely refleéct
physical reallty. Some attempts (2, 1] have been made
in this direction by including start up failure prod-

- abilities and recogniring that except for the base-

Toaded uaits, other generatars do not run continuously.
These models, however, assume a priori a fixed duty

directly a function of the system being studied: Thus,
existing models cannot reflect the effects of changes
in unit duty cycles due to’'changes in: operating
reserve palicy, unit cormitment priority, load cycle
shape, and reliabillty characteristics of other system
units. Further, existifg models do mot include the
effects of start-up delays and outage postponadility.
o+ This paper presents improved models ind methadol-
ogy to reflect the individual duty cycle of each unit
and also represent the effece of start up delays and
ouu?e postponability. The results odtained by these
models for an EPAL synthetic system have been comparad

. eycle for peaking and cycling units which {s not

.with those using Moate Carlo simuiation and qood iqree-

nent Ms deen obtained,

The expected operating hours of each generating
unit can be found using the methodolaogy outlined in
this pager. The approach, therefore, appears useful as
a production cost model and also provides a means of

-

Paper A B0 OR2.3, recomencnded 2ad approved by the Mower Sysiem Eagiacer-
ing Commiites of the ICCE Pawer Cuginecring Sovicty fur preseniatima 3l |he
ICER/PES 1'"40 Wimer Mosting, February 3-8, New York, NY, This paper
wid recomimendel for TRANSACTIONS stzins ¥ 30 SM 490 X, and prescnta-
tion by tnfe for written discussion a1 the IGEE/MES 1980 Swowiser Meeuag,
July 1):13, Minecaootis, MN, Manuscripe subimiited Augua 28, 191 made
avallable for prepelaisag May 1, 1980, Tha panct hay boon golibialeed o 1950
Winter Metting Fest of Abairact Papers, Drgunsion aud closere (o A 80
US2.8 have heon pablighed in 1900 Winker Moctung Dimnd Vil of Discun-
wun and Cluswres.

coasidering basic energy 1imitations for each uaft,

GENERATION RELIABILITY MODELING

A brief review of generatfon relfability modaling
caacepts i3 presented as these concepts are essencial
for the understinding of the new materfal described in
the paper. Traclitionally, génerating cagacity relia-
bility studfes are performed by building generating
capacity and load models add then combining them ta
calculate the probability and f of capacity
deficiency. The relavant expressions 42 for the in- .
dices relating to margin M ara-given by (1)-(3).

v, " . .
P(M) = £ p,(X) P, (C-X-n) ' {m)
x 7 e

=

fM) = 2p(X) (Lo, (X) =0 (X)] P, (CoxeMy
x
* £ (C-X-H)) B (2)

and
O(M) = P(MI/F(N) . (3

.

where

P{M), F(M), O(N) = probability, frequency and mean
duration of sargin less than or
equal to M. . :

2,.(X) = probability of capacity outage
9 equal to X.
PL{t-!-H).Q{C-I-m = probability and frequency of load
' greater than or squal to (C-X-M).
C = installed capacity minus capac
ity on scheduled outage. .
o..(%) 0, (X} = departure rates from cagacity
" outage state X to states with
more or less available capacity
"7 respectively. .
L » sumatfion over exact capacity
1 ' outage states X.

The cumulative characteristics of load, Pz(.) and
fz{-) are derived by scanning the houriy load values.
The generation system vilues of D4(X) 4nd o..(X) are
detarmined by successively adding”the generifing units
and utilizing relationships (4)-(§). The expressions
(4)-(6) are for & three-state mode] shown fia Figure 1.
in which the transition rates between the derated and
failed states are ignored for simplicity.

pglX) = pg(X) AV & g (X = C;]FOR * po(X - C)OFOR
(4)

@ 1981 ICLE
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PROBABILITY DISTRIBUTION FUNCTIONS FOR GENERATION

RELIABILITY INDICES

Mehmet Sahinoglu
Department of Applied Statistics
Middle East Technical University, Turkey

Abstract - The primary objective of thia research
18 to snalytically develop probability density func-
tions (p.d.f.) for che widely used power penaration
relifability indices, Loss of Load and Unserved Energy.
The equations to calculate the parameters of the dig-
tributions of these indices upon a prescribad load
plan are derived. In order to develop the theoretical
structure for the problem stated, classical and deci~-
sion theoretic (Bayesian) stacistical inference are
uged 3¢ major tools along with the univariate and
nultivariate asymptotic theory. Consequantly, an
approximate oumerical multiple integration scheme is
enployed to compute the parameters of the asymptotic
ncrmal densities of the reliabllity indices for the
sample power networks. The authorm believe that thise
statistical approach offers a more reslistic slterma-
cive to the conventional reliability evaluation in
generation systems; that ds, to the calculatlon of an
averaged value for the Loss of Load and Unserved Energy
whero outagse data is traditionally assumed to be deter-
ministic with certainty.

INTRODUCTION

In the past decade or two, a number of techniques
have been developed [2-9] for calculating the various
measures of the reliability performance of the gener-
ating systems in powér networks. In all these methods,
invariably outage data are presupposed to be dater-
minfstic, and thus the reliability fodex calculated is
quoted as one number. The past history collected for a
generating unit is often inadequate, and 1s a mixture
of accurste snd inaccurate data. Thus sny computa-
tional scheme based on such & historical record is sub-
ject to error propagation in the computation of relia-
bility indices. Tha awareness of the need for infor-
nation related to the varlatfon of the relfability
index around its mean has been recently investigated
[10-18], by primacily employing various algebrale
expans lon techniques such as Taylor's series to appro-
xinate the expected value and variance of the inde<
without any statistical (analytical) closed-forn re-
presentaction. This paper, however, iz an endcavor to
extend the work in this area by obtaining the asymp-
totic distributions of the two well-known reliability
indices 20 aa to more realistically represent the be-
havior of the systom rellabilicy performence.

The contribution of this paper iz in developing a
atacistical closed-form density function for the random
variables of lnterest, Loss of Load index {in hours)
and Unserved Energy index (in Megawate-Hour}, The
paper also establishes a theoretical frame work which
may be used in similar snalyslas. This paper, however,
is not concerned with analyzing the data of any par-
ticular =ystem. The paper also presente a computerized

M. T. Longnecker
The Institute of Statistics

- ANALYTICAL APPROACH

L. J. Ringer C. Singh A.K. Ayoub
Electrical Engineerlag

Texas ASM University, College Station, Texas

algorithm in FORTRAN 1V digital programmiag language
for estinating the psrameters of these digscributions.
Uni- and multivariate distribution theory, in
terns of both classical and Bayésisn inferences are the
basic tools fn bullding the theoretical structure for
the probability density functions of the Loss of Load
and Unserved Energy indices. Appropriate limiting
arguments inherent in moat power networks are utilized,
As a computational method to implement the developed
algorithm, a numerlcel multiple Integracion techaique
is applied for satisfactory convergenca., The algorithm
is exemplified by applying it to several generatioa
notworks, :

WHY DENSITY FUNCTIONS?

Though the mean and varisnce of Indlces provide
useful inforaatfen, the denaity function complecely
characterizes the bobavior of these indices. The den-
sity functions are especially useful when the effects
of loss of Load and Inserved Energy index are non-
linear.

Error propagaticn in reliability compucations
because of outage data uncertainty can be indicated by
quoting confidence ictervals for the indices. These
intervals can be obtained by appropriate manipulations
of the distribution functione. Furthermore, in power
generation planning, the comparison of scveral alter-
natives can be made by examining the average value of
reliability indices. The distribution of the indices
must be known in order to conduct statistical tests of
hypothesis concerning the average value of the indices.

LOSS OF LCAD AND UNSERVED ENERGY

The well-gccepted Loas of Load Probability
(L.0.L.P.) index expr the probability of the capac-
ity on forced cutage exceeding the reserve capacity in
the generazion ayaten for a defined period of atudy.
The L.0.L.P., multiplied by the period of study gives
the axpected nuober of hours in vhich capacity defi-
clencies exist in & single area network (not intercon-
nected with others). As @ useful complementary meagure
to L.,0.L.P., the Unserved Energy imdicates the expected
nagnitude of loss of energy in Mw=hr for the given
pecriod of study, The followlng notation will be used
throughout, for which reader is referred to Fig. 1.

TOTCAP g

the total fratallad capscity of the generating
system

L 4 the peak system load forecast constant for
hour j. (No forecast errors assumed)

& sun of capacities for gencrating units on
) planned outage (maintenance and/or shut down)
for hour j.

—
=
L]

KJ: ¢ the system reserve capacity for hour j
& (rorcap - M) - 10,

X ) system capacity or forced outage (ignoring
maintenance and shutdown hours) where outage
cannot be postponcd beyond the next weekend,

82 JPCC 603-9 A paper recompended and approved by A
the [EEE Power System Engineering Committee of the eth) = Energy in Mw not supplied given capacity on
IEEE Power Enpineering Society for presentation at forced ourage 1s x at hour j.
the 1982 1EEE/ASME/ASCE Joiat Power Generatiom Con- 8 (L. - (ToTCAP - K, - X))
farence, Octobex 17-21, 1982, Hilton Ho R i 3
Colorada. Manuscript submitted Decenber 10, 1981;
made available for printing August 30, 1982,
©1982 |EEE

84



(23] J.0. Berger, Statistical Decision Theory,
Springer-Verlag, New York, Heldelberg, Rarlin,
1979,

[26]) C.R. Rao, Linear Statistical Inference and lts.-
Applicatlons, John Wiley & Sons, Inc., New York,
bew York, 1973.

[25] R.J. Serfling, Approximation Theorems of Mathe-
ematical Statistics, John Wiley & Sons, Inc., New
York, Mew York, 1980, .,

Mehnet Sahinoglu was born on June 23, 1951 in lzmir,
Turkey. He received a B.S. degrea in Electrlcal Engi-
neering from Middle East Technical Dniveraity (M.E.T.U.)
in Ankara,” Turkey in 1973. He then completed his M.Sc.
degree in Power Systems Engincering at U.M.1.5.T., in
Manchester, Bugland dn 1975 on British Council Scholar—
ohlp. Upon his return to Ankara, he worked as a Relia-
bility Engineer is the Turkish Electricity Authorities
(T.E.K.) and taught in the Departueat of Applied Sca=-
tistics at M.E.T.U. in Ankara, He Joinad the Institute
of Statistics of Texas A&H Unlversity in August of 1977
and worked as & research asaistant on Reliability Pro-
jects with Electric Power Institute and tought statis-
tics. Mr. Sahinoglu, who ig on leave of absence from
H.E.T.U., Ankara, and a member of IEEE, recently re-

;:;;wln:d 4 Ph.D, degree in Statistics in December of

»

Michagl Longnocker is an assistant professor of Statise
tice at Texas ASN University, Prior to joining the
Institute of Staciatica in 1977, he taught for one year
in the Department of Statistics, Florida State Univer-
alty. He obtained his B.S. {n Mechanical Engincoring
in 1968 and then worked as 4 pipeline engincer for
Shell 041 Company prior to obtaining his M.$. and Ph.D.
in statistics in 1976. He has written several papers
in which the effects of dependent data oan the strong
law of large numbers and optimal stopping rules were
studied. He currently is workiong on the analysis of
survival curves from paired daca and the modeling of
power systeéms in which there is dependency between
individval generator failures.

Larry J. Ringer was born in Cedar Raplds, lowa, on
September 24, '937. He reccived a B.S. in Mach (1959)
and M.S. in Staciscics (1962) from lowa State Univer-
sity and a Ph.D. in Statistics (1966) from Texas A&M
University. He is currently a Professor and Assoclate
Divector of the Institute of Statistics, Texas ASM Uni-
versity. His research interests are in applied statis-
tica and reliability. Dr. Ringer is a member of the
Amcrican Statistical Association, American Soclety of
Quality Control and Sigma Xi.

Chanan Singh is an sssoclate professor of Electrical
Engineering at Texas ASM University. He has been ac-
tive in the reliability field, primsrily in arcas of
electric power systems and urban transportation aystems
(conventional and advanced technology), for several
years. He has published numerous papers and is a co=
suthor of the book "System Rellability Modelling and
Evaluation", with Dr. R. Billinton and of "Engineering
Rellability:| Nev Techniques and Applications”, with
Dr. B.S, Dhillen. He is on the edicorial advisory
board of Microelectronics and Reliability and is a
registered profeseional engloeer wich the province of
Ontario. '

A.K. Ayoub (SM'79) was born in Kom-Hamada, Egypt, on
September 3, 1927, He received the B.Sc. degree in
electrical engincering from the University of Alexan-
dria, Egypt, 1n 1948, and the M.Sc. and Ph.D. degrees
from the University of Texas, Austin, 1952 and 1955,
respectively, He attended the Kurchatov Atomic Energy
Institute, Moscow, in 1963 and the Reactor School at
the Harwell Atondc Bnergy Research Establishment,

United Kingdea, in 1965,

From 1955 to 1962 he was with the Mialstry of
Public Works, Caizo, Bgypt. In 1962 he joined the
U.A.R. Atomic Energy Establishment and was ‘Deputy
Director of their Nuclear Power Divislon until 1968,
Since then he has been with the Electric Power Insti=
tute of Texas ASM University, College Station. Hia
field of rescarch is power system security,

Dr. Ayoub is a member of Eta Kappa fu and Tau Baca
PL and Sfgma Xi.. Ho 45 a registered professional engi-
near in the State of Texas.

.

85



IEEE TRANSACTIONS ON RELIABILITY, VOL. 39, NO. 1, 1990 APRIL

The Limit of Sum of Markov Bernoulli Variables
in System Reliability Evaluation

Mehmet Sahinoglu, Member IEEE
Middle East Technical University, Ankara

Key Words — Markov Bernoulli variable, Compound Poksson
Process, System reliability

Reader Aids —
Purpose: Widen the state of art
Special math needed for derivations: Probability, Stochastic
processes
Special math needed to use results: Same
Results useful to: Theoreticians, Reliability analysts

Summary & Conclusions — For 2-state maintainable and
repairable systems modeled by nonstationary Markov chains, a
limiting compound Polsson distribution is derived for the sum of
Markov Bernoulli random variables. The result is useful for
estimating the distribution of the sum of negative-margin hours
ina scenario regarding any physical system with
inter-arrival times of system fallures that are negative-exponentially
distributed, where the positive- and negative-margin states denote
desirable and undesirable operating conditions. Three test cases
from the IEEE Reliability Test system are analyzed.

The mean and variance/mean ratio are generated for each
case (the unity ratio denotes a pure Poisson process). The basic
result of compound Poisson distribution estimation for the sum of
Markov Bernoulli random variables with varying probabilitics con-
tributes to solving the problem of estimating the distribution of the
popular reliability index (cumulated loss-of-load bours) in large
clectric-power generation systems, where the hourly load demand
varies. The compound Polsson process is a consequence of the
counting process for the negative-margin hours accumulated at each
system-breakdown. The Markoy (non-ageing) property of the com-
pound geometric distribution confirms the initial Markov Bernoulli
assumption as well as the Markov property of the inter-arrival times
of the system breakdown or failure, Thus, it is no coincidence that
the limiting distribution is a sum of Markov Bernoulli variables
resulting in a geometric Poisson distribution,

The derivation of the mean and variance of the compound
Poisson distribution, in a physical 2-state maintainable and
repairable system with the defined boundary-crossing scenario, for
the limiting sum of Markov Bernoulli r.v."s, contrary to a previous
Markov binomial assumption is new. The capacity to infer the pro-
posed compound Polsson distribution through the mean and
variance/mean ratio and using the compound Poisson tables is an
additional convenience. Such a procedure Is pecessary in large
asymptotic system studies, such as in the electric power networks
with variable success probabilities for the Markov Bernoulli ran-
dom variable.

1. INTRODUCTION

The sum of a Markov Bernoulli sequence with non-
constant probability of success is studied. The result is a com-
pound Poisson distribution where the compounding distribution

is geometric. The motivation lics in the derivation of the com-
pound Poisson parameters for the sum of Markov Bernoulli
variables in the event of non-constant success probabilities rather
than in the Markov binomial assumption of constant success
probability [3]. Such properties are inherent in some large
systems with asymptotic solution, as in clectric-power genera-
tion systems investigated for a long period, cg, one year. An
IEEE Reliability Test System [6] is used as an cxample
implementation.

2. NOTATION

Y, Non-independent (nonstationary) and non-identical
Markov Bernoullir.v.ii= 1, ....n, ..., N; 0 = suc-
cess, | = failure

P, Q; success, failure probability of ¥,

) implies an average over i = 1, ..., N
success probability for Markov binomial r.v. in sta-
lionary casc

Q failure probability for Markov binomial and/or
geometric r.v,

bl auto-correlation coefficient of ¥,, ¥, ,

Py p@ahiliry of being in state k, given that the Markov
chain started at state j

S, sum of ¥, over s = 1, n; it is a compound Poisson
v,

q variance/mean for S,

X, or x,, x, number of demands by customer i or the
number of cars involved in car accident n; gecometric
r.v.'s

Q arrival rate for geometric Poisson r.v. x; mean of x.

pef probability generating function

5 Laplace (dummy) variable for pgfl

fx)  W-fold convolution of {f(x)}; eg, probability of W

customers placing a total of x demands. /*"(1) = 1.
0(1/n), 0°(1/n) zero functions that go 10 zero as n goes
to infinity
TOTCAP installed total capacity for an isolsted electric-

power generation system
L load forecast at each discrete hour i
X unplanned forced outage, r.v.

m; power margin at hour i; TOTCAP-X-L,
Uy unavailability index, sum of negative margin hours in

the power system; §, forn = N
MTTF, MTTR Mean time to failure, repair for a generating

unit
Other, standard notation is given in **Information for Readers
& Authors’ at the rear of cach issue,
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A Bayes Sequential Statistical Procedure for
Approving Products in Mutation-Based Softwar
Testing

Mebmet Sahinogu *
Department of Statistics
Mathematical Sciences Building
Purdue University
West Lafayette, Indiana 47907
snse@vm.ce.purdue.edu

Eugene H. Spafford
Software Engineering Research Center
Department of Computer Science
Purdue University
West Lafayette, [ndiana 47907
spaffics.purdue.edu

Abstract

Mutation analysis is a wel-studied method of measuring test-case adequacy.
Mutation analyss involves the mutation of a program by introduction of 2 small
syntactic change in the software. Existing test data sets ace then executed against
all these mutant progrume [ the test data set is adequate fr testing the original
program, it will distinguish all of the incottect mutant programs from the original
program. As an ad-hoc procedure, a stopping eriterion is conventionally based on
a given “Y% of the mutants to be distinguished” with a certain “confidence level
of X%" over a multiplicity of random test cases.

Altematively, we propose a Dayes sequential procedure for testing g p= p
(acceptable fraction of live mutants to demonstrate good quality) vs. Hf: p= py
{vnacceptable fraction of live mutants to demonstrate bad quality). This derives a
sequential probability ratio testing (SPRT) that is the most eeonomical sampling
scheme with given prior probabilities, decision and sampling cost functions, The
implereatation of our prapased method on & sample program shows the cost effec-
tiveness of the new technique as compared to the enrent. deterministic approach,
which was not structured by statistical hypothesis testing,

Currently visiting Purdue Univetsity from Middle Eagt Technical Vmiversity (METU), Anki
Turkey on a Fulbright Scholarship. suppeet which s gratefully acknowledged.
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ESTIMATION OF TOTAL GOOD OPERATING-LIFE
IN k-out-of-n PARAMETER DEPENDENT NETWORKS

Mehmet $ahinoglu
Department of Statistics
Middle East Technical Univarsity
Ankara, Turkey

Derya Given
Department of Statistics
Texas A&M Univaersity
College Station, Texas

ABSTRACT

The reliability estimation of a k-out-of-n network is ana-
Iytically derived, and satisfactorily supported by Monte Carlo
Simulation in  situation when the constituting units are not
independent but parameter-dependent like in & computer net-
works. A (k+1)-parameter version of the MVE distribution is
used for the parameter-dependent failures of k-units with un-
cqual failure rates a; and (k+1)% dependency rate ay. The pri-
mary concerr: is to transform a k-out-of-n PD network into an
equivalent 1-out-of-n:G PD network by énumerating the suc-
cess paths or tie-sets, and then, to determine the reliability
function by employing the principles of a pacalle] redundant
(standby) network.

NOTATION AND BASIC ASSUMPTIONS

[input (stimulus)

O output {response)

n number of units (components)

k number of units in each success path (tic-set)

N Tota) number of simulations
m ( ::l ) number of success paths

@, rates of independently distributed exponential random
variables

Uy an indepeadent shock i.e., time to failure for unit located
on the path § = 1,..,m for serial i = 1, .., & destroying
unit ji which is exponentially distributed with parameter
@ji, Qyp, g rates of failure for the dependency relation,
assuming:

441

SOty = Eﬁj;/k, £ =1,.., k& for k-out-of-n
a = Fa;/n, j=1,..,n for 1-out-of-n

Ujo an independent shock, i.e., time to failure to destroy all
units, with rate a0 assumed Fagifk, 7 = 1,..,m for k-
out-of-n

Ts = min(Uy, Ujo) time to failure for failure-dependent units
S5 = min{ Ty, ., Thiy oy T, operating-fife forpathj = 1,..,m
r critical system operating-life

6; representative rate of failure for cach success - path (tic-sct)

R, representative failure rate for cach unit in 1-out-of-n net-
work

T =735; network good operatinglife

CE(T) an indicator function for system success counter CE=1
for T'> t at E** simulation.

R(T) system reliability function

l-out-of-n:G MODELLING

In many network reliability problems, it is appropriate to
assume some form of dependence among component life lengths
as a result of common-mode failures, such as in microproces-
sor or electric power networks. Common-mode (interdepen-
dent) failures occur in standby or redundant systems or interac-
tive systems which respond to & common environmental shock
[1,11,12]. The joint-density-function approach is one way to
proceed, as investigated by Bazovsky (3} in 1961 and Shooman
(4] in 1968 in order to estimate the system survival distribution
» Where the survival or reliability is defined as the probabil
ity of the total good operating-life T (system time o failure),
in a standby group of n-components with one operating and
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Compound-Poisson Software Reliability Model

Mehmet Sahinoglu, Member, JEEE

Abstract— The probability estimation of the aumber
of software fallures in the event of clustering or clumping of
the software failures is the subject of this paper. A discrete
compound Poisson (CP) prediction model, as opposed to a Peisson
(P) process, is proposed for the random variable () Xam,
which is the remaining number of software failures. The com-
pounding distributions, which are assumed to govern the failure
sizes at Polsson arrivals, are respectively taken to be geometric
when failures are forgetful and logarithmic-series (LSD) whea
failures are contagious. The expected value (i) of Xw of CP
is calculated as a function of the time-dependent Polsson and
compounding distribution based on the failures experienced, Also,
the ¢ (variance/mean) parameter for the remaining number of
failures, Gr i5 best estimated by gpeu from the failures already
experienced. Then, one oblains the pdf of the remaining number
of failures estimated by CP{jr.q). The CP model suggests that the
CP is superior to Poisson where clumping of failures exists. Its
predictive validity is comparable to Musa-Okumoto’s (MO) Log-
Poisson Model for certain software failure data with ¢>1 when
software failures clump within the same CPU second or unit time.

Index Terms— Compounding density, failure batch size, geo-
metric, logarithmic-series, Poisson process, software reliability.

I INTRODUCTION

HE ESTIMATION of the probability distribution func-
tions (pdf) of software reliability indexes is currently
a research topic of considerable interest to software engi-
neers and statisticians. The notion of software reliability,
the probability that the software will work without a tailure
for a specified period of time under specified conditions,
is an important measure of software quality. In addition to
the “times-between-failures” models, a number of “failure-
count” models has been proposed where the interest is in
the prediction of the aumber of residual failures in a fulure
time interval rather than in the mean times to failures (MTTF)
[5). 6] [11]. For a survey of other statistical procedurcs,
the interested reader should sec Ramamoorthy and Bastani
[27]. The homogencous or nonhomogencous Poisson process
(NHPP} alonc does not statistically satisfy the requirements of
a certain counting process at those epochs of failures that occur

in bunches within the specified CPU second or time-unit.
The Poisson approach must possess the “orderliness™ prop-
enty, which dictates that the jumps of the counting process
Nit) should be of strictly unil magnitude with probability one
(w.p.1) |3]. [4]. [8]. Some other types are said to belong 10
a class of complex stochastic-state systems in which software

Manuscript received July 5, 1990, revised February 24, 1992, This work
was supported by a Fulbnght scholarship snd by the Science and Enginectiag
Research Council. Recommended by F. Bastani,

The author is with the Middle East Technical Usiversity (METU), Ankara,
Terkey 06531.

IEEE Log Number 9201500,

failures will tend 10 occur in clusters in a software operational
environment [2). The sum of multiple counts in the discrete
time domain is known to be distributed as compound Poisson
(CP). where the mean differs from the variance (1], [3]. [4).
[81(11], (14), [15]. [19]22).

The compounding pdf, as assumed in this paper, is twofold.
It is either the geometric density with its forgetfulness prop-
crty, 1o govern the failure-size (x > 1) distribution. A Poisson
process is only a special case of the gencralized CP, ie.,
g(variance/mean)=1. Note, the symbol * denotes that the parent
distribution to the left of * is compounded by the compounding
distribution to the right of ~ [14]. Similarly, a publication on
the Poisson"Geometric distribution of the loss of load hours in
electric power systems, has studied the limiting sum of Markov
Bernoulli variables [10]. Otherwise, one uses a logarithmic-
series distribution (LSD), for the jump sizes, with its true con-
tagion property. The sum of LSD rv’s governed by a Poisson
counting process produces a generalized CP, which is simply
a negalive binomial distribution (NBD) [1}, [14]-{18]. [22].

1I. GENERALIZATIONS OF THE PoissoN MODEL

The Poisson theorem [3]-(S]), [13). [21], [22] asserts that a
counting process is Poisson if the jumps in all intervals of the
same length are identically distributed and independent of the
past jumps (stationary and independent increments) and the
events occur one al a time (orderliness), However. interarrival
times may be exponentially distributed, but this is not sufficicnt
1o prove the process is Poisson. The point of the preceeding
discussion is to show that the interrencwal times must be
independent in order to cstablish that a counting process is
indeed a Poisson process (12, p. 434).

Let us observe two gencralizations of the Poisson process
|28]): The first is the CP process, which is the process obiained
if the ordesliness peoperty is dropped from the Poisson theorem
and replaced with the following.

Stationary Jumps: Let Z,, be the size of the ath jump, where
{Z,,n=1,2.}are iid rv’s. Let J(t) be the number of jumps
that occur during (0.t); then, N(1) is a Compound Poisson
process where, N(1) = Zy + Za + ...+ Zyp).t 2 0.

The sccond gencralization is the NHPP (3], [4], obtained
by dropping the stationary increments property in Poisson
theorem and replacing it with the “time-dependent increments™
property, where the Poisson armival rate 3 varies with time /£,
c.g., in software testing [23]-[25] or ambulance calls during
an ordinary day.

11l. TRUNCATED POISSON"GEOMETRIC MODEL
A CP process with a specific compounding distribution
in mind has interarrival limes as negative exponentially dis-

0162-8828,92400.00 © 1992 (EEE
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Application of Monte Carlo Simulation Method for the Estimation of

Reliability Indices in Electric Power Generation Systems

Menmet SAHINOCLU. Ayze Sevtap SELCUK .
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Abstract The am of this study is i caicuiale the indices which descrite the refiatility of power generating sys-
tems Dy wing Monte Carlo Simulation Method, The mbiatility indices comined (rom he proccses methed are
compared vath 32 generaltrs where the unils functionally cepend an 2ach other and (il 'with respect 10 3 Multi- -
varate Exponential Oistribution {MVE). Funher, the model is 1o be generalizes for laer eleciic power Systems.

Monte Carlo Benzetim Y@ntemniyle Elekirik Enerjl Uretim Sistaminde
Gavenllirlik Endeksierinin Tahmini

dncsmﬁkmm.ﬂwmmmmwmwwjugmmm
a Mone Carlo Benzetim ydntemini kullararak eregi Uretim sistemierinin glveniniligind @remiayan enceksleri ne-
sacamakir, Eirtineryle lonksiyonel clarak tadimi olug ok dediskenti (siel cagihim kuralina odre 123 yecan 32
quwmmmumammmmmeaaﬂmMumaynsimgce

ecilen 2nalitk ézurmients iarslasinimesir ve yéntem ¢ana genis sistemier icin ganallegidimistr,

Introduction

The sysiem refagility croblems arise in zreas such
45 Ccommunicaticn networks- 2lecincal cower sysems.
rarsgeration sys2ms or manufacuring sysiems. A
VRfy IMpCaant alement in e cesicn and oceralion of
i sysiam s 2 =umaticn of ihe imgact of e unrefi-
4Cikity measurz which must te quandtztvely ceflned
for improvement curposes.

re relianiiity of an eleciric sucoly sysem is defi-
r2d 25 he protaoility of orovidirg usars with continu-
Cus servica of satisisciory quality within prascribed -
lerances for e ime ceriod erwiseged urcer the
cIrgitions encounterad. The cjective of this study is
i calcutate the incices wnich descrice the reliability
of power gensrating sysiems by Mente Carla Simulati-
cn method and then (0 comgare it with thesa2 of the
esiaolisned aneiytical resulls wnich are cescited in

Faen et al.. (iS82) (6L Tre propose: mocel, simu-
lates tre occurring rancom evenrs and e coartiondl
decsicrs taken, Thus. Ihe gererating sysiem i coers-
®d and pienned threugh 3 moce! in 3 manrer anic
ccsay simulates e reality. The scual sysiem svens
are simuiated rour after heur, If 2 digital cameuer i
used, this simuiaticn 5 accomolisned at @ relatvely
tagh speed. The simuaticn mecel s parformed for 3
Samote sysem havirg 32 gereracrs for 3 sacy perd-
od covening 28 hours. Further, it s 0 Ce generaiized
fer larger sysems,

The protlem corsicerad in this study can te outi-
ned as icllows: A fered cutge cescrites ihe se@ of
4 compeenent wren it is rct avaiiable o cerferm ils
interced furciicn cue o scme chance svent Cirecly
asscciated with that comperent 0 be izken cut of
seric? immediately, A sysiem comprising swen irdivi-
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A STOPPING RULE FOR A COMPOUND POISSON RANDOM VARIABLE

PAUL RANDOLPH
i Information Systems and Quantitative Sclences, Texas Tech University, Lubbock, TX 794092101, USA.

AND

MEHMET SAHINOGLU
Department of Statistics, Middle East Technical University, Ankara, and Dokux Eylul Unlversity, Izmir, Turkey

SUMMARY

An optimal em BayedmmpphgnﬂeforuPolmoompomdodﬁth&epomwhmum
BMMM?MwMWMOfWM' of computer softwarc, For cach
checkpoint in time, either the software satisfies a economic criterion, or clse the software testing is

KEY WORDS compound Poisson; Bayesian analysis; stopping rules

1. INTRODUCTION

There are many examples in which eveats oocur according to the Poisson distribution, aad,
furthermore, for cach of these Poisson events one or more other eveats caa occur, For example,
accideats of automobiles on.a given highway might follow a Poisson, but the number of
injuries follows a compound Poisson. In another example, if the jobs in a manufacturing firm
come off the line according to a Poisson distribution, thea the number of defects is distributed
mr&ngb&empmnd?om‘mmkpaputhcappucaﬂmwmumem&ngof
software. If mintcrrupﬁonthummduﬁngmmgof 2 software program is assumed to
be dus to one or more software failures in & clump, and if the distribution of the number of
inlmupt:ons is Poisson, then the distribution of the number of clumped failures is compound
Poisson.

When a new computer software package is written aad all obvious software faults removed, a
testing program is usually initiated to eliminate the remaining faults. The common procedure is
to use the software package on a set of pmblans.mdwbmevetdwmﬁngh interrupted
because of one or more programming failures, the faults are cormrected, the software re-
compiled, and computation is re-started. “This testing can coatinue for several days or weeks,

“with the number of failures per unit dme becoming fewer and fewer, Finally, 2 point is reached
when it seems that all the software faults surely have beea removed, at which time the software
can be released to the end user.

However, when testing is stopped 2nd the software released, one is never completely
certain that all software faults have been found. Most likely there may be still a very small

COC 8755-0024/95/020135-09 Received 18 May 1993
© 1995 by John Wiley & Sons, Ltd. Revised 4 January 1995
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Alternative Parameter Estimation
Methods for the Compound Poisson
Software Reliability Model with
Clustered Failure Data

MEHMET SAHINOGLU'* AND UNAL CAN
! Department of Statistics, Dokuz Eyiil Unrversity, Iomir, Turkey
? Stave Instirute qf Statistics (D.LE.), Istanbul, Tirkey

SUMAARY

The ‘compound Poisson’ (@Wrﬂﬁ“mwwmﬂyhmmm
author for time-between-failure data in terms of CPU seconds, using the ‘maximum likelihood estimation”
(MLE) method to estimate unknown parameters; hence, CPMLE. However, another parameter estimation
technique is proposed under ‘monlinear regression analysis’ (NLR)fotmcoWPmsolrehbihty
MMMN&IWMDBMMMCPM different paramet

Mrﬂnqﬂh%ﬂnormefmmﬂensﬂbmcmmmm
m«mmmnmmawucmammuﬂmm
mmmmvhammvwmmml&fihresuem:sltemu
TeC  facilities dictate in a software testing environment The proposed CPNLR and CPMLE yield
<ol more favourable results for certain software falure data structures where the frequency
dnuﬂ:uhuofﬁechstu(chm)mofﬁcsoﬁmehihnspermkdnph“aupmupom
behaviour. Average relative error (ARE), mean squared error (MSE) and average Kolmogorov-Smirnov
(K-S Av.D,) statistics are used as measures of forecast quality for the proposed and competing parameter-
estimation techniques in predicting the number of remaming future failures expected to occur umfil a
target stopping time. Comparisons on five different simulated data sets that comtain weekly recorded
software falures are made to emphasize the advantages and disadvantages of the competing methods by
means of the chronological prediction plots around the true target value and zero per cent relative error
line. The proposed generalized compound Poisson (MLE and NLR) methods conustently produce more
ﬁwﬁkw&mfummm data with negative exponential frequency distribution of
the failure size versus number of weeks. Otherwise, the popularly used competing M-O log-Poisson
model is er fit for those data with a uniform clump size distribution to recognize the log-Poisson
cﬂectuiile of the Poisson equation is a constant, bence uniform. The software amalyst is
urged to perform exploratory data amalysis to recogmize the nature of the software failure data before
favouring a particular reliability estimation method. © 1997 by John Wiley & Soms, Ltd

Software Testing, Vol. 7, 35-57 (1997)
(No. of Figures: 10 No. of Tables: 3 No. of Refs: 31)
EKEY WORDS compound Poisson (CP); maximum likelihood estimation (MLE). nonlinear regression (NLR):

Musa-Okumoto (M-O); clustered fmlures; average relative emor (ARE). mean squared emror (MSE); average
Kolmogorov-Smirnov statistic (K-S Av.D,)

clump
a better
the
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Stochastic Bayes Measures to Compare Forecast
Accuracy of Software-Reliability Models

Mehmet Sahinogly, Senior Member, IEEE, John J. Deely, and Sedat Capar

Absrract—ARE (absolute relative error) and SqQRE (3quared
relative error), are random variables that are suggested as
measurements of forecast accuracy of the total number of
estimated software failures at the end of a mission time. The
purpose is to compare the predictive merit of competing software
reliability models, an important concern to software rehability
analysts. This technique calculates the Bayes probability of how
much better the prediction accuracy is for one method relative
to a competitor. This novel approach is more realistic, in the
assessment of predictive merit, than a) comparing merely the
average values of ARE and SqRE as conventionally done; and b)
Conducting statistical hypothesis tests of pair-wise means of ARE
and SQRE, an approach somewhat more sensible than a), becaunse
b) incorporates variability of predicted values, which a) does not.
To implement this technique, first noninformative (across the
border) are used and then informative (specified) priors. For the
informative case, half-normal priors are placed on the mean of
the ARE or SQRE random variables, because these means are
hypothesized to remain peaked around zero relative-error (ideal
error percentage). This problem is related to the general problem
of ranking uwsnal means discussed in the literature by Berger
and Deely (1988), and is a follow-up to an invited research paper
presented at ISI-97 by Sahinoglu and Capar (1997).

Index Terms—Bayes, forecast accuracy, informative, noninfor-
mative, pairwise comparison, relative error, software-reliability
model.

ACRONYMS!

pdf probability density function
Iv. random vanable
MLE maximum likelihood estimate
RE relative error

Notation:
I checkpomnt between 1 and n
Uk true number of software failures over b= 1.,,,.n

Ligue S oha1 U
forecast value of the total number of software fal-

Tenlk)
wes estimated at tmepoint Ll S k< n

X; emor r.v., ) = 1, 2 for the two methods being com-
pared

ARE absolute RE
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'The singular and plural of an acronym are always spelled the same.

AvRE average RE: anthmetic average of ARE([:)
AvSqRE  average SqRE: anthmetic average of SQRE(K)
CPMLE compound Poisson MLE

CPNLR compound Poisson nonlinear regression

MO Musa-Okumoto loganthmic Poisson (method)
SqRE squared RE

SSqQRE  sum of SqRE over n sampled checkpomts

I. INTRODUCTION

HERE IS increasing pressure to develop and quantify

measures of computer software reliability [8], [18]. With
the ascent of software reliability models, there 15 even more
pressure to assess the predictive quality of these measures, both
in their “goodness of fit” and “pawr wize compansons” [6]. [9].
[14]}-[17]. However, the cuwrent methods, to compare these
software reliability models, use constant measures and hence
their results do not reflect the vanability mherent in the obser-
vations. In particular, forecast accuracy of various methods are
compared through measures such as AvRE and MSE (mean
square error), both of which are constant measures. These
do not consider the effect of stochastic vanability. An earhier
suggestion was to devise and study more precize methods for
choosing the best predictive procedure through frequentist
methods, such as two sample f-tests of equality of means, which
consider this inherent vanability. In addition to assessing the
quality of fit to zero RE of an individual model, compansons
between competing models were conducted by #-tests. Such
research was necessary to choose between the many new and
old rehability models [15]. The research m this paper proposes
and studies several new and particularly, actual data-supported
Bayes methods of assessment, which acknowledge the presence
of stochastic vanation mn the observed sequence of failure data,
assumed or selected to be 5-mndependent [16]. [17].

The authors have already compared pawrs of certam reliability
models’ forecast accuracy using statistical hypothesis tests m
the frequentist sense. It was observed that a constant differ-
ence between the means of r.v. ARE, 1.e.. the AVRE of any two
methods did not necessanly prove s-sigmificant as to which of
two compefting estimation procedures was better. An altemative
way of measurement through a more severe squared penalty re-
flected m rv., SqQRE 15 also considered imn all calculations n
this study. This paper bnngs a new dimension to the compar-
ative assessment of the predictive accuracy of two competing
methods. In developing Bayes methods, an innovative new ap-
proach 15 proposed, not only to allow for deciding which method
15 better, but additionally to quantitatively desenbe how much
one 15 better than the other. This 15 done by expenmenting with
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This paper argues that software testing can be less thorough yet more efficient if applied in a
well-managed, empirical manner across the entire Software Development Life Cycle (SDLC). To
ensure success, testing must be planned and executed within an Earned Value Managemen!
(EVM) paradigm. A specific example of empirical software testing is given: the Empirical
Bayesian Stopping Rule (EBSR). The Stopping Rule is applied to an actual Department of
Defense (DoD) software development to show potential gains with respect to archaic testing
methods that were used. The result is that a considerable percentage of the particular tesfing
effort could have been saved under usual circumstances, had the testing been planned and
executed under EVM with the Empirical Bayesian Stopping Rule algorithm.

1. Introduction

Across the DoD and the general software industry, there is a drastic disparity in SDLC test planning
and management. Businesses waste tremendous resources by not planning, developing, or testing software
in an efficient, scientific manner. EVM is misunderstood and misused, planning is not comprehensive, and
testing is not pervasive throughout the SDLC. There are methods of efficiently managing an SDLC
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Parity Bit Signature in Response Data Compaction
and Built-In Self-Testing of VLSI Circuits

With Nonexhaustive Test Sets

Sunil R. Das, Fellow, IEEE, Made Sudarma, Mansour H. Assaf, Member, IEEE, Emil M. Petniu, Fellow, IEEE,
Wen-Ben Jone, Senior Member, IEEE, Knshnendu Chakrabarty, Senior Member, IEEE, and
Mehmet Sahinoglh, Senior Member, IEEE

Abstract—The design of efficient time compression support
hardware for built-in self-testing (BIST) iz of great importance
in the design and manufacture of VLSI circuits. The test data
outputs in BIST are ultimately compressed by the time compaction
hardware, commonly called a response analyzer, into signatures.
Several output response compaction techniques to aid in the
synthesis of such support circuits already exist in literature, and
parity bit signature coupled with exhaustive testing is already well
known to have certain very desirable properties in this comtext.
This paper reports new time compaction techniques utilizing the
concept of parity bit signature that facilitates implementing such
support circuits using nomexhaustive or compact test sets, with
the primary objective of minimizing the storage requirements for
the circuit under test (CUT) while maintaining the fault coverage
information as best as possible. Recently, Jone and Das proposed a
multiple-output parity bit signature generation method extending
the basic idea of Akers, for exhaustive testing of digital combina-
tional circuits, where, given a multiple-output circuit, a parity bit
signature is generated by first XORing all the outputs to produce
a new output function and then feeding this resulting function
to a single-output parity bit signature generator. The method, as
shown by the authors, preserves all the desirable properties of
the conventional single-output response analvzers and can also be
easily implemented by using the current VLSI technology. The
subject paper further angments the aforesaid concepts of Jome
and Das, and proposes a multiple-output parity bit signature for
nonexhaustive testing of VLSI circuits. Design algorithms are
proposed in the paper, and the simplicity and ease of their imple-
mentations are demonstrated with examples. Extensive simulation
experiments on ISCAS 85 combinational benchmark circuits using
FSIM, ATALANTA and COMPACTEST programs demonstrate
that the proposed signature generation method achieves high fault
coverage for single stuck-line faults, with low CPU simulation
fime, and acceptable area overhead. A performance comparison
of the designed fime compactors with comventional space-time
compaction is also presented to demonstrate improved tradeoff for
the new circuits in terms of fault coverage and the CUT resources
consumed contrasted with existing designs, and to appreciate the
resulting performance enhancements.
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Index Terms—Built-in self-test (BIST), circuit under test (CUT),
multiple-output parity bit signature generation, nonexhaustive or
compact test sets, parity testing, space-time compaction, stuck-line
faults, time compaction.

1. INTRODUCTION

S the digatal design moves through increased levels of in-

tegration densities, it 15 deswrable that better and effecm‘e
methods of testing be made available to ensure reliable system:
operation. Frankly speaking, the concept of testing has broad
applicability, and as such, finding efficient testing techniques
that guarantee correct systems performance has attracted con-
siderable attention of the testing commumity for quite sometime
[13-[32]. The conventional testing techmques of digital system:
require apphcation of test samuli generated by a test pattern
generator (TPG) to the crewit under test (CUT) and subsequent
comparison of the produced responses with known comect re-
sponses. However, for large circuits, because of higher storage
requirements for the fault-free responses, the procedure turns
out to be rather expensive, and hence alternative approaches are
sought. Built-in self-testing (BIST) 15 a design approach that can
significantly improve the testability of digital circwits and save
testing time. It combines concepts of both built-in test (BIT) and
,.elf-te;l (ST) 1n one termed bult-in self-test (BIST). In BIST.

est generation, test application. and response venficathon are

all done through bult-in hardware, whaich allows different parts
of a chip to be tested in parallel, reducing the required testing
tume, besides eliminating the necessity for external test equip-
ments. A typical BIST environment, as shown in Fig. 1, uses
a test pattern generator (TPG) that sends 1ts outputs to a circuit
under test (CUT), and the resulting output streams from the CUT
are fed into a response data analyzer A fault 15 detected 1f the
CUT response 1s shown to be different from that of the fault-free
circuit. The test data analyzer 15 compnsed of a response com-
paction unit (RCU), a storage for the fault-free responses of the
CUT, and a comparator.

In order to reduce the amount of data represented by the
fault-free and the faulty CUT responses, data compression 15
used to create signatures from the CUT and its comesponding
fault-free circurt. BIST techmiques use pzeudorandom, pseu-
doexhaustive, and exhaustive test patterns. or even sometimes
on-chip stonng of reduced test sets. The standard response
compaction unit 15 compnsed of a space compression umt and
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Fault Simulation and Response Compaction in Full
Scan Circuits Using HOPE

Sunil R. Das, Life Fellow, IEEE, Chittoor V. Ramamoorthy, Life Fellow, IEEE, Mansour H. Assaf, Member, IEEE,
Emil M. Petriu, Fellow, IEEE, Wen-Ben Jone, Senior Member, IEEE, and Mehmet Sahinoglu, Senior Member, IEEE

Abstract—This paper presents results on fault simulation and
response compaction on ISCAS 89 full scan sequential hench-
mark circuits using HOPE—a fault simulator developed for
synchronous sequential circuits that employs parallel faull simu-
lation with heuristics to reduce simulation (ime in the context of
designing space-efficient support hardware for built-in sell-testing
of very large-scale integrated circuits. The techniques realized in
this paper take advantage of the basic ideas of sequence charac-
terization previously developed and wtilized by the authors for
response data compaction in the case of ISCAS 8§ combinational
benchmark circuits, using simulation programs ATALANTA,
FSIM, and COMPACTEST, under conditions of both stochastic
independence and dependence of single and double Jine ervors in
the selection of specific gates for merger of a pair of output bit
streams from a circuit under test (CUT). These concepls are then
applied to designing efficient space compression networks in the

" case of full scan sequential benchmark circuits using the fault
simulator HOPE.

Index Terms—Built-in self-test (BIST), circnit under test (CUT),
detectable error probability estimates, fault simulation using
HOPE, Hamming distance, optimal sequence mergeability, re-
sponse compaction, sequence weights, single Stuck-line faults,
space compactor.

. INTRODUCTION

TTH continued growth in semiconductor industrics and

development of extremely complex systems with higher
levels of integration densities, the real urge to find better and
more efficient methods of testing that ensure reliable opera-
tions of chips, a mainstay of today’s many sophisticated dig-
ital systems, has become the single most pressing issue to de-
sign and test engineers. The very concept of testing has a broad
applicability, and finding highly cffective test techniques that
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Fig. 2. Simulation results of the [SCAS 89 full scan sequeatial benchiuns
circuits using HOPE under stochastic mdependence of single and double
errors using compacted input test scis.

guarantee correct system performance has been gaining impc
tance [11-{57]. Consider, for examplc, medical test and dia
nostic instruments, airplane controllers, and other safety-cr
ical systems that have to be tested before (off-line testing) &
during sz (on-line testing). Another application where faile
can have severe economic consequences is real-time transé
tions processing. The testing process in all these circumstanc
must be fast and effective to make sure that such systems opet
commectly, In general, the cost of testing integrated circuits (1C
is rather prohibitive; it ranges from 35% to 55% of their to
manufacturing cost [7). Besides, testing a chip is also time ¢C
suming, taking up to about one-half of the total desiga cycle ti
[8]. The amount of time available for manufacturing, testin
and marketing & product, on the other hand, continues o 4
crease. Morcover, as a result of global competition, custom
demand Jower cost and better quality products. Therefore,
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An Empirical Bayesian Stopping Rule i Testing and

Verification of Behavioral Models
Mehmet Sahinoglu, Senior Member, IEEE

Absrace—Software stopping rules are tools to effectively
minimize the time and cost imvolved im software testing. The
algorithms serve to guide the testing process such that if a certain
level of branch or fault (or failure) coverage is obtained without
the expectation of further sigmificant coverage, then the testing
strategy can be stopped or changed to accommodate further, more
advanced testing strategies. By combining cost amalysis with a
variety of stopping-rule algorithms, a comparison can be made
to determine an optimally cost-effective stopping point. A novel
cost-effective stopping rule using empirical Bayesian principles for
a nonhomogeneous Poisson counting process compounded with
logarithmic-series distribution (LSD) is derived and satisfactorily
applied to digital software testing and verification. It is assumed
that the software failures or branches covered, whichever the
case may be, clustered at the application of a given test-case are
positively correlated, i.e., contagious, implying that the occurrence
of one software failure (or coverage of a branch) positively influ-
ences the occurrence of the next. This phenomenon of clustering
of software failures or branch coverage is often observed in
software testing practice. The r.v. w, of the failure-clump size
of the interval is assumed to have LSD(#) and justified on the
data sets by employing a chi-square goodness of fit testing while
the distribution of the number of test cases is Poisson( ). Then,
the distribution of the total number of observed failures, or
similarly covered branches, X is a compound Poisson * LSD, ie.,
negative binomial distribution, given that a certain mathematical
identity holds. For each checkpoint in time, either the software
satisfies a desired reliability attached to an ecomomic criterion,
or else the software testing is allowed to continue. By using a
one-step-look-ahead formula derived for the model, the proposed
stopping rule is applied to five test case-based data sets acquired
by testing embedded chip: through the complex VHDL models.
Further, multistrategy testing is conducted to show its superiority
to single-stage testing. Results are satisfactorily interpreted from
a practitioner’s viewpoint as an innovative altermative to the
ubiquitous test-it-to-death approach, which is known to waste
billions of test cases in a tedious process of finding more bugs.
Moreover, the proposed dynamic stopping-rule algorithm can
validly be emploved as an alternative paradigm to the existing
on-line statistical process conmtrol methods static in nature for
the manufacturing industry, provided that underlying statistical
assumptions hold. A detailed comparative literature survey of
stopping-rule methods is also included in terms of pros and cons,
and cost effectiveness.

Index Terms—Bernoulli process, cluster effect, compound
Poisson process, cost effective, effort domain, empirical Bayesian
analysis, failure or branch coverage, logarithmic-series distri-
bution (LSD), megative bimomial distribution (NBD), positive
autocorrelation, stopping rule.
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1. INTRODUCTION AND MOTIVATION

HIS PAPER descnbes a statistical model to devise a stop-
T ping cnterion for random testing m VHDL based hard-
ware venficaton. The method 15 based on statistcal estimation
of branching coverage and will flag the stopping cnitena to halt
the venfication process or to switch to a different venfication
strategy. The paper gives some results on some VHDL desenp-
tions. This paper builds upon the statistical behavior of failure
(or fault) or branch coverage desenbed 1n Section II. Applyving
empincal Bayesian and other statistical methods to problems in
hardware venfication, such as better stopping rules, should be
a fruatful area of research where improvements in the state of
the art would be very valuable. Technically, the general con-
cept 15 questionable. However, the stopping-rule idea 12 gener-
ally accepted to be more rational than having no value-engi-
neenng judgment to stop testing, as often dictated by a com-
mercially ight ime-to-market approach [41]. There 15 actually
a large number of research and practical results available mn sta-
tistically analyzing hardware venfication processes. All major
microprocessor companies heavily rely on such concepts. Note,
faults and failures are taken to be synonymous here for conve-
nience.
When designing a VLSI system mn the behavioral level, one
of the most important steps to be taken 15 venfying its func-
tionality before it 15 released to the logic/PD design phase. Itis
widely believed that the quality of a behavioral model 1 cor-
related to the expenenced branch or fault coverage dunng its
venfication process [17}-[19], [31], [51]. However, measunng
coverage 13 just a small part of ensunng that a behavioral model
meets the deswed quality goal. A more important question 15
how to mcrease the coverage dunng venfication to a certamn
level with a given time-to-market constramt. Current methods
use brute force where billions of test cases were applied wathout
knowing the effectiveness of the techmques used to generate
these test cases [17]-[19], [32]. [46]. One may conzider behav-
1oral models as oracles in mndustries to test aganst when the
final chip 15 produced In this work, in expermmental sets in-
volved, branch coverage (in five data sets of DRI to DRS) 15
used as a measure for the quality of venfyving and testing behav-
1oral models. Minmmum effort for achieving a grven quality level
can be realized by using the above proposed empincal Bayesian
stopping rule. The stopping rule guides the process to switch to
a different testing strategy using different types of patterns, 1.e.,
random versus functional, or using different set of parameters to
generate patterns or test cases or test vectors when the cumrent
strategy 15 expected not to increase the coverage. This leads to
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The realization of space-efficient support hardware for built-in self-testing (BIST) is of great
importance in the design and manufacture of VLSI circuits. Novel approaches to designing
aliasing-free space compaction hardware were recently proposed in the context of testing cores-
based system-on-chip (SOC) for single stuck-line faults, extending the well-known concepts of
conventional switching theory, specifically those of cover table and frequency ordering commonly
utilized in the simplification of switching functions, and of compatibility relation as used in the
minimization of incomplete sequential machines, based on optimal generalized sequence
mergeability, as developed and utilized by the authors in earlier works. The advantages of these
aliasing-free compaction methods over earlier techniques are quite obvious, since zero-aliasing is
achieved without any modifications of the module under test (MUT), while keeping the area
overhead and signal propagation delay relatively low as contrasted with the conventional parity
tree linear compactors. Besides, the approaches could be applied with both deterministic
compacted and pseudorandom test patterns. The subject paper, without furnishing details of the
different algorithms developed in the implementation of these approaches to designing zero-
aliasing space compactors, provides the mathematical basis of selection criteria for merger of an
optimal number of outputs of the MUT to achieve maximum compaction ratio in the design, along
with some results from simulation experiments conducted on ISCAS 85 combinational and ISCAS
89 full-scan sequential benchmark circuits, with simulation programs ATALANTA, FSIM, and
HOPE.

Keywords: Aliasing-free (zero-aliasing) space compaction, built-in self-testing (BIST) in VLSI,
compatibility of response data outputs, cores-based system-on-chip (SOC), module under test
(MUT).
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Revisiting Response Compaction in Space for
Full-Scan Circuits With Nonexhaustive Test Sets
Using Concept of Sequence Characterization
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Abstraci—This paper revisits response compaction in space
and reports results on simulation experiments on ISCAS 89 full-
scan sequential benchmark circuils using nonexhaustive (deter-
ministic compact and psendorandom) test sets in the design of
space-efficient support hardware in the context of built-in self-
testing (BIST) of VLSI circuits. The techniques used herein take
advantage of sequence characterization as utilized by the authors
carlier in response data compaction in the case of ISCAS 85
combinational benchmark circuits using ATALANTA, FSIM, and
COMPACTEST, to realize space compression of ISCAS 89 full-scan
sequential benchmark circuits using simulation programs ATA-
LANTA, FSIM, and MinTest, under conditions of both stochastic
independence and dependence of single and double line errors.

Index Terms—ATALANTA, built-in self-test (BIST), COM-
PACTEST. FSIM, full-scan circuits, MinTest, nonexhaustive
{deterministic compact and pseudorandom) lest sets, sequence
characterization, space compaction, VLSI circuits.

L. INTRODUCTION

S THE electronics industry continues (o grow. integration

densities and system complexities continue 1o increase,
and the necessity for better and more efficient methods of testing
to ensure reliable operations of chips, the mainstay of today’s
many sophisticated devices and products, is being increasingly
realized [1]1-[57]. The very concept of testing has a relatively
broad applicability, and finding the most effective testing tech-
niques that can guarantee correct system performance is of im-
mense practical significance, Generally, the price of testing in-
tegrated circuits (ICs) is rather prohibitive, accounting for 35%
{0 55% of their total manufacturing cost. Besides, testing a chip
is also time-consuming. taking up to about one-half of the total
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design cycle time. The amount of time available for manufac-
turing, testing, and marketing a product, on the other hand, is
on the decline. Moreover, as a result of diminishing trade bar-
riers and global competition, customers now demand products
of better quality at lower cost. In order to achieve this higher
quality at lower cost, cvidently testing methods need to be im-
proved. The conventional testing techniques of digital circuits
require application of test patlems gencrated by a test pattern
generator (TPG) to the circuit under test (CUT) and comparing
the responses with known correct responses. For large circuits,
because of higher storage requircments for the faull-free re-
sponses, the customary test procedures, thus, become very ex-
pensive, and, hence, altemative approaches are required to min-
imize the amount of needed storage [45].

Built-in self-testing (BIST) is a design process that provides
the capability of solving many of the problems otherwise
encountered in testing digital systems. It combines the con-
cepts of both buill-in test (BIT) and self-test (ST) in one
termed built-in self-test (BIST). In BIST, test generation, test
application, and response verification are all accomplished
through built-in hardware, which allows different parts of a
chip to be tested in paralle], reducing thereby the required
testing time, besides climinating the necessity for external test
equipment. As the cost of testing is becoming the single major
component of the manufacturing expense of a new product,
BIST, thus, tends to reduce manufacturing and mainienance
costs through improved diagnosis [1}-[53). Several companies
such as Motorola, AT&T, IBM, and Intel have incorporated
BIST in many of their products [6), [8]. [14]-{16]. AT&T, for
example, has incorporated BIST into more than 200 of their
IC chips. The three large programmable logic arrays (PLAs)
and microcode ROM in the Intel 80386 microprocessor were
built-in self-tested [52]. The general-purpose microprocessor
chip, Alpha AXP21164, and Motorola microprocessor 68020,
were also tested using BIST techniques [8], [52]. More recently,
Intel, for its Pentium Pro architecture microprocessor, with its
unique requirements of meeting very high production goals,
superior performance standards, and impeccable test quality
put strong emphasis on its design-for-test (DFT) direction [16].
A sct of constraints, however, limits Intel’s ability to tena-
ciously explore DFT and test generation techniques, viz. full or
partial scan or scan-based BIST [2]. AMD's K6 processor is a
reduced instruction set computer (RISC) core named enhanced
RISC86 microarchitecture [15]. K6 processor incorporates
BIST into its DFT process. Each RAM array of K6 processor
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Measuring Availability Indexes With Small Samples
for Component and Network Reliability Using the
Sahinoglu-Libby Probability Model

Mehmet Sahinoglu, Senior Member, IEEE. David L. Libby, and Sunil R. Das, Life Fellow, IEEE

Abstract—With the advances in pervasive computing and wire-
less networks, the quantitative measurements of component and
network availability have become a challenging task, espedially in
the event of often encountered insufficient failure and repair data.
It is well recognized that the Forced Outage Ratio (FOR) of an
embedded hardware nent is defined as the failure rate di-
vided by the sum of the failure and the repair rates: or FOR is the
operating time divided by the total exposure time. However, it is
also well documented that FOR is not a constant but is a random
variable. The probability density function (pdf) of the FOR is the
Sahinoglu-Libby (SL) probability model. named after the origi-
nators if certain underlying assumptions hold. The SL pdf is the
generalized three-parameter Beta distribution (G3B). The failure
and repair rates are taken to be the generalized Gamma variables
where the corresponding shape and scale parameters, respectively,
are not identical. The S1. model is shown to default to that of a stan-
dard two-parameter Beta pdf when the shape parameters are iden-
tical. Decision Theoretic (Bayesian) solutions are employed to com-
pute small-sample Bayesian estimators by using informative and
noninformative priors for the component failure and repair rates
with respect to three definitions of loss functions. These estimators
for component availability are then propagated to calculate the net-
work expected input-output or source—target (s—t) availability for
four different fundamental networks given as examples. The pro-
posed methed is superior to using a deterministic way of estimating
availability simply by dividing total up-time by exposure time. Var-
ious examples will illustrate the validity of this technique to avoid
over- or underestimation of availability when only small samples
or insufficient data exist for the historical lifecycles of components
and networks.

Index Terms—Bayes, beta, gamma, generalized three-parameter
Beta distribution (G3B), informative, loss, Sahinoglu-Libby (SL),
source—{arget (s—t) availability.

NOMENCLATURE
FOR Forced outage rate or unavailability
index of a hardware or software com-
ponent.
G3B Generalized three-parameter beta RV.
MLE Maximum likelihood estimate.
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RV for FOR, the probability that an
item is inoperative at any point in time
where q is a realizationg = 1 —r.
Probability that an item is up (oper-
ating) at any pointin time, whereris a
realization.r = 1 — q.

Random variable.

Sahinoglu-Libby RV (same as G3B
RV).

Cumulative probability density func-
tion of a given RV,

Probability density function of a given
RV.

Number of occurrences of operative
(up) times sampled.

Number of occurrences of debugging
(down) times sampled.

Shape parameter of gamma prior for
component failure rate A.

Shape parameter of gamma prior for
component recovery rate ji.

Expected unavailability (= FOR) Es-
timator with informative prior using
squared error loss.

Expected availability (= 1 —FOR) es-
timator with an informative prior using
squared error loss.

System unavailability random vari-
able.

Estimator of RV  using a specified
estimation method.

Expected unavailability (= FOR) es-
timator with informative prior using
weighted squared error loss.

Expected unavailability (= FOR) esti-
mator with noninformative prior when
£ =n=10,c=d=1 using weighted
squared error loss.

Unavailability (= FOR) large-sample
asymplolic estimator of ¢** if a,b —
o0 where (a/b) = 1.

Median or Bayes estimalor with infor-
malive prior for an absolute error loss
function.

System availability random variable.
Summation notation.
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RBD Tools Using Compression, Decompression,
Hybrid Techniques to Code, Decode. and
Compute Reliability in Simple and Complex
Embedded Systems

Mehmet Sahinoglu, Senior Member, IEEE, and Chittoor V. Ramamoorthy, Life Fellow, IEEE

Abstraci—A large amount of work is in progress on reliability
block diagramming (RBD) techniques. Another body of dynamic
research is in digital testing of embedded systems with very large
scale integration ( VLSI) circuits. Each embedded system, whether
simple or complex, can be decomposed to consist of components
iblocks) and interconnections or transmissions (links) within an
s-source (input) and t-target (output) sctup. There will be three
tools proposed in this study. The first tool, using a novel “com-
pression algorithm™ is capable of reducing any complicated se-
ries-parallel system (not complex) to a visibly easy sequence of
series and parallel blocks in a reliability block diagram by first
finding all existing paths, then algorithmically compressing all re-
dundant component duplications, and finally calculating an exact
reliability and creating an encoding of the topology. A second tool
is to decode and retrieve an already coded s — # dependency rela-
tionship using post-fix notation for series-parallel or complex sys-
tems. A third tool is an approximate fast upper-bound (FUB) 5 —1
reliability computing algorithm designed for series—parallel sys-
tems, to perform state enumeration in a hiybrid form assisted by
the Polish encoding approach on non-series-parallel complex sys-
tems to compute the exact s (source)— (target) reliability. Various
examples illustrate how these tools work satisfactorily in unison.
Further research with the OVERLAP method is in ress {o re-
duce the computation speed by a thousand fold for a grid of 19
nodes without sacrificing any accuracy.

Index Terms—Code—decode, complex, compression, hybrid, reli-
ability block diagramming (RBD), series-parallel, s — { reliability.

I. INTRODUCTION AND MOTIVATION

ELIABILITY block diagramming (RBD) has been an

active area of research for decades, even more so now
with the advent of the embedded systems [1}-[11]. This paper
explores to describe and compute the s — £ reliability in such
(embedded) systems through an RBD approach. It is assumed
that the input data required, such as reliability or availability
including the aspect of security for each component and link
in the RBD approach, is correctly facilitated by improving
the very large scale integration (VLSI) testing techniques
[24]-[30]. Earlier, simple or complicated series—parallel sys-
tems are studied to demonstrate that these networks can be
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encoded using a modified Polish notation employing postfixes
[12], [17]. [19]-{22]. The “compression™ algorithm through
a user-friendly and graphical Java application computes the
reliability of any series—parallel network, no matter how large
or complicated it is. Furthermore, the encoded topology can be
transmitted remotely and then reverse-coded to reconstruct the
original network diagram for purposes of securing classified in-
formation and saving space, a project which is also in progress
nearing completion.

Interest in considering reliability during design of computer
communications networks with a large number of nodes and
connecting links, such as those found in hospitals, universilies,
electricity distribution, gas pipelines, military, or internet has in-
creased in recent years. Due to geographical and physical con-
straints in such critical systems, designers at the initial or im-
provement stages usually base their decisions on approximate or
upper-bound estimates of reliability to compute a given ingress
(source) to egress (larget) reliability. This practice may be de-
ceplive, erroneous and overly optimistic due to computational
complexity when reliability remains of a crucial importance that
means human life and health.

The graphical screening ease and convenience of this algo-
rithm are advantageous for planners and designers trying to im-
prove system reliability by allowing a quick and efficient in-
tervention that may be required at a dispatch center to observe
routine operations and/or identify solution alternatives in case
of a crisis.

The Boolean decomposition and binary enumeration algo-
rithms or BDD [13}-[16] are outside the scope of this work,
although it illustrates a new hybrid solution with the Polish
notation. The proposed algorithm, through a user-friendly and
graphical Java applet, computes the reliability of any complex
series-parallel network. Furthermore, the coded topology can be
transmitted remoltely and then reverse-engineered to reconstruct
the original network diagram for purposes of securing classified
information and saving space.

All current exact computational algorithms for general net-
works are based on enumeration of states, minpaths, or min-
cuts [2]. [3]. Network reliability estimation has been used suc-
cessfully for nontrivial-sized networks using neural networks
and heuristic algorithms in [7] and [8] as well as employing a
“concurrent error detection™ approach by the coauthor of this
research as in [ 18]. Other researchers have used efficient Monte
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Several security risk templates employ nonquantitative
attributes to express a risk’s severity, which is subjective
and void of actual figures. The author’s design provides a
quantitative technique with an updated repository on

vulnerabilities, threats, and countermeasures to calculate risk.

Security Meter: A Practical
Decision-Tree Model to

Quantify Risk

MEHMET
SAHINOGL
Troy
University

PUBLISHED BY THE IEEE COMPUTER SOCEETY B

s part of my research to quantify risk in security

risk assessment, I've devised and proposed Se-

curity Meter, 2 model that provides a purely

quantitative and semiquantitative (hybrid) al-
termative to frequently used qualitative modek,' such as
Symantec’s Enterprise Security Architecture (www:
symantec.com). The proposed approach & a quick,
bird s-eye-view way of calculating a system’s infornuation
security rik (http://socrates.sum.du/~mesa).

In this article, | also propose 2 modification of some of
the deasion-tree-based model’s qualitative attmibutes, in
case the quantitanive data are unavailable. The proposed
model 1s practical and simple to use for beginners in the
field, but it also provides a mathematical-statistical foun-
daton on which strategists or practitioners can construct
a practical risk valuation. The probabilistic asumptions,
such as using a uniformly distributed random vanable for
the input vanables, can be improved by using other statis-
tical distributions. Other techniques used hitherto within
a nonprobabilistic frame, such as attack trees, don't pro-
vide an accurate overall picture of the risk to the system
that’s being protected. ™
Risk scenarios
Conventionally, risk scenarios nvolve possible chance-
based catastrophic failures with scarce modeling of mali-
ciously designed human interventions that threaten in-
herent system vulnerabiliies. Risk scenarios concerning
critical computer communication networks are npow
more pervasive and severe than ever before because of the
cost of nonmalicious chance failures that occur due toin-
sufficient testing and lack of adequate reliability. We can
use software reliability modeling and testing techmques

1560-7900/0552000 C 2005 EEE W

to cxamine these
chance fallures in
more detail** However, for the intentional failures or
mualicious activities that critically increase the risk of ill-
defined attacks, no one has ever thoroughly modeled a
physical scenario, at least not one that considers a unified
consstent scheme of vulnerabibties, threats, and coun-
termeasures. A quantitative nsk assessment provides re-
suls in numbers that management can understand,
whereas a qualitative approach, although easier to imple-
ment, makes it difficult to trace genenalzed results. My
proposed security-meter design fills a void in the arena of
much-sought quantitative nisk evaluation favorably com-
pared to most current assessments that provide qualitative
rosults. This s achieved by a probabilstically accurate
quantitative model that measures security rsk. The de-
sign’s concrete numerical approach, which always works
forall systems, can further facilitate security risk manage-
ment and security testing. This means that the final nsk
measure calculited as a percentage can be tested, im-
proved, compared, and budgeted as opposed to attributes
such as high, medium, or low, which cannot be managed
or quantificd numerically for an objective asscssment.”
Banks and other financial institutions, for example,
employ several commercially available secunity rsk tem-
plates, mostly in verbal or qualitative form, that express
the severity of a risk by classifying them as low, medium,
or high. This approach is not only highly subjective, butit
also lacks any actual nisk figures. Quantitative risk figures
help mutigate or avoid future errors by allowing risk man-
agens to objectively compare project alternatives and
identify priorities for software maintenance. In existing
analyses that favor a quantitative study, either a probabilis-
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Testing Analog and Mixed-Signal Circuits With
Built-In Hardware—A New Approach
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Mansour H. Assaf, Member, IEEE, Amiya R. Nayak. Senior Member, IEEE.,
Emil M. Petriu, Fellow, IEEE, Wen-Ben Jone. Senior Member, IEEE. and
Mehmet Sahinoglu, Senior Member, IEEE

Abstract—This paper aims to develop an approach to test
analog and mixed-signal embedded-core-based system-on-chips
(SOCs) with built-in hardware. In particular, oscillation-based
built-in self-test (OBIST) methodology for testing analog compo-
nents in mixed-signal circuits is implemented in this paper. The
propesed OBIST structure is utilized for on-chip generation of
oscillatory responses corresponding to the analog-circuit compo-
nents. A major advantage of the OBIST methed is that it does not
require stimulus generators or complex response analyzers, which
makes it suitable for testing analog circuits in mixed-signal SOC
environments. Extensive simulation results on sample analog and
mixed-signal benchmark circuits and other circuits described by
netlist in HSPICE format are provided to demonstrate the feasi-
bility, usefulness, and relevance of the proposed implementations.

Index Terms—Built-in self-test (BIST), circuit under test
(CUT), design-for-testability (DFT), mixed-signal test, oscillation-
based BIST (OBIST), system-on-chip (SOC), test-pattern genera-
tor (TPG).

I. INTRODUCTION

VER-INCREASING applications of the analog and

mixed-signal embedded-core-based  system-on-chips
(SOCs) [1], in recent years, have molivated syslem designers
and test engineers to shift their research direction to embrace
this particular area of very large-scale integrated circuits and
systems to develop specifically their effective test strategies.
The modern technology of manufacturing high-volume prod-
ucts demands that substantial efforts be directed toward the
design, test, and evaluation of the prototypes before the start of

Manuscript received June 15, 2005; revised December 4, 2006. This work
was supporied in part by the Natural Sciences and Engineering Rescarch
Council of Canada under Grant A 4750.

S. R. Das is with the Faculty of Engineering, School of Information Tech-
nology and Engineering, University of Ottawa, Outawa, ON KIN 6N5, Canada,
and also with the Departmeat of Computer and Information Science, College
of Arts and Sciences, Troy University, Moatgomery, AL 36103 USA.

). Zakizadeh, A. R. Nayak, and E. M. Petriu are with the Faculty of
Engineering, School of Information Technology and Engineering, University
of Otawa, Ottawa, ON KIN 6N5, Canada.

S. Biswas is with the Department of Electrical Engincering Technology.
Georgia Southern University. Statesboro, GA 30458 USA.

M. H. Assaf is with the University of Tnnidad and Tobago, O'Meara
Campus, O’ Meara Industrial Park, Arima, Trinidad and Tobago.

W.-B. Jone is with the Department of Electrical 2nd Computer Engineering.
University of Cincinnati, Cincinnati, OH 45221 USA.

M. Szhinoglu is with the Department of Computer and Information Science
College of Arts and Sciences, Troy University, Moatgomery, AL 36103 USA.

Cdumauo[wotmoﬂheﬁgmmthu paper are available online
at hitpc/fiecexplore.ioee

Dagital Obgect ldmuﬁer 10.1109/TIM.2007.894223

the actual production cycle. An important objective to realize
through detailed testing is to ensure that the manufactured
products are free from defects and to simultaneously guarantee
that they meet all the required specifications. Besides, the
information that may be acquired through the process may
ultimately help in increasing the product yield, thereby re-
ducing the product cost. The integrated-circuit (IC) fabrication
process involves photolithography, printing, etching, and
doping steps. In the real-world situations, none of these
steps is ever perfect. and the resulting imperfections may
eventually lead to failures in the operation of the individual
ICs. Specifically. the performance of mixed-signal ICs will
be greatly degraded, since these circuils are very sensilive lo
even small imperfections in any step of the fabrication process.
In the digital-circuit domain, however, some of these may be
rather unimportant, but in mixed-signal circuits, imperfection
in the form of small capacitance between the traces can present
a significant circuit-parameter variation, thereby changing the
circuit behavior drastically. Because of the shrinking of the
circuit geometry, the circuit performance sensitivity is also
enhanced. That is why every IC must be very rigorously tested
before being shipped to their customers. The testing improves
the overall quality of the final product, although it has no effect
on the ICs” manufacturing excellence. Furthermore, the testing
assures the product flawlessness when implemented during the
key phases of a product development. Besides, it can also be
a strategy for validating the design and checking processes.
The high sensitivity of mixed-signal circuits to very small
imperfections during process implementations and their broad
specifications necessitate detailed and long performance tests
as well. All these requirements eventually result in high test
cosL, thus forcing research efforts to be directed in the domain
of mixed-signal testability [1]-[26]. Researchers are now
seeking to combine both the analog- and the digital-circuits
testing either by applying digital signals, such as serial bit
streams to drive analog circuits, or by using analog signals to
drive digital circuils.

The test methodologies for digital devices are already pretty
well developed [27]-|34]. In contrast, analog-test methods are
still so underdeveloped that analog test becomes a bottleneck
in mixed-signal-test environment, particularly with the devel-
opments of semiconductor technology with high integration
densities and shrinking sizes. Although analog and mixed-
signal-lest approach takes benefit from the digital-test devel-
opment and experience, analog and mixed-signal tests are still
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An Input-Output Measurable Design for the

Security Meter Model to Quantify and
Manage Software Security Risk

Mehmet Sahinoglu, Senior Member, IEEE

Abstract—The need for information security is self-evident.
The pervasiveness of this critical topic requires primarily risk as-
sessment and management through quantitative means. To do an
assessment, repeated security probes, surveys, and input data mea-
surements must be taken and verified toward the goal of risk mit-
igation. One can evaluate risk using a probabilistically accurate
statistical estimation scheme in a quantitative security meter (SM)
model that mimics the events of the breach of security. An empir-
ical study is presented and verified by discrete-event and Monte
Carlo simulations. The design improves as more data are collected
and updated. Practical aspects of the SM are presented with a real-
world example and a risk-management scenario,

Index Terms—Assessment, cost, countermeasure, data, manage-

ment, probability, quantity, reliability, risk, security, simulation,
statistics, threat, vulnerability.

L. INTRODUCTION—WHY MEASURE AND ESTIMATE
THE INPUTS IN THE SM MODEL

UANTITATIVE risk measurements are needed to objec-
Qlively compare alternatives and calculate monetary fig-
ures for budgeting and for reducing or minimizing the existing
risk. Security meter (SM) design provides these conveniences
in a quantitative manner that is much desired in the security
world [1], [7]-[11]. This is a follow up to [1] to create a simple
slatistical input-output design o estimate the risk model’s
paramelers in terms of probabilities. In pursuit of a practical and
accurate statistical design, security breaches will be recorded,
and then, the model’s input probabilities will be estimated using
the equations that were developed. Undesirable threats that take
advantage of hardware and soflware weaknesses or vulnera-
bilities can impact the violation and breakdown of availability
(readiness for usage), integrity (accuracy). confidentiality. and
nonrepudiation, as well as other aspects of software security
such as authentication, privacy, and encryption [2]. Other meth-
ods such as Attack Trees [3], [4]. Time-to-Defeat [5], and
qualitative models [6] are only deterministic. Therefore, we
must collect data for malicious attacks that have been prevented
or not prevented [7]-]9]. Fig. 1 shows that the constants are the
utility cost (asset) and criticality constant (between 0 and 1),
whereas the probabilistic inputs are vulnerability, threat, and
lack of countermeasure (LCM) of all risks between O and 1. The
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residual risk (RR: as in Fig. 2) and expected cost of loss (ECL)
are the outputs oblained using (1)-(3). Fig. 3 will illustrate a
software solution.

The black box in Fig. 1 leads to the probabilistic tree diagram
of Fig. 2 1o do the calculations.

Equations (1)+3) summarize Figs. |1 and 2 from input to
output. Suppose an attack occurs, and il is recorded. At the very
least, we need to come up with a percentage of nonattacks and
successful (from the adversary’s viewpoint) attacks. Out of 100
such attempts, the number of successful attacks will yield the
estimate for the percentage of LCM. We can then trace the root
of the cause to the threat level backward in the tree diagram.
Let us imagine that the anti-virus software did not catch it,
and a virus attack occurs, which reveals the threat exactly.
As a result of this attack, whose root threat is known, the
e-mail system may be disabled. Then, the vulnerability comes
from the e-mail itsell. This way, we have completed the “line
of attack™ on the tree diagram, as illustrated in Fig. 2. Out of
100 such cyberattacks, which maliciously harmed the target
cyberoperation in some manner, how many of them were not
prevented or countermeasured by, e.g.. smoke detectors or gen-
erators or antivirus software or firewalls installed? Out of those
that are not prevented by a certain CM device, how many of
them were caused by threat | or 2, etc., of certain vulnerability?
We can then calculate the percentage of vulnerability A, B,
or C. The only way wherein we can calculate the count of CM
preventions is by doing either of the following: a) guessing
a healthy estimator of an attack ratio, like 2% of all attacks
are prevented by CM devices or b) using a countermeasuring
device to detect a probable attack prematurely. The following
equation computes the RRs for each activity in Table II for
each leg:

RR = Vulnerability x Threat x LCM. n

IL. SIMPLE CASE STUDY FOR THE PROPOSED SM

The suggested vulnerability (weakness) values vary between
0.0 and 1.0 (or between 0% and 100%) to add up to one. In a
probabilistic sample space of feasible outcomes of the random
variable of “vulnerability,” the sum of probabilities adds up to
one. This is like the probabilities of the faces of a die, such as
| to 6, totaling to one. If a cited vulnerability is not exploited in
reality, then it cannot be included in the model or Monte Carlo
(MC) simulation study. Vulnerability has from one to several
threats to trigger the existing vulnerability. A threat is defined
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On a New Graph Theory Approach to Designing
Zero-Aliasing Space Compressors for

Built-In Self-Testing

Sunil R. Das, Life Fellow, IEEE, Altal Hossain, Member, IEEE, Satyendra Biswas, Member, IEEE,

Emil M. Petriu, Fellow. IEEE, Mansour H. Assaf, Member, IEEE, Wen-Ben Jone, Senior Member, IEEE,
. and Mehmet Sahinoglu, Senior Member, IEEE

Abstract—The realization of space-efficient support hardware
for built-in self-testing (B1ST) is of great significance in the design
of present-day very large scale integration (VLSI) circuits and
systems, particularly in the context of the recent paradigm shilt
from system-on-board to system-on-chip (SOC). A new approach
in designing zero-aliasing space-compaction hardware, specilically
in relation to embedded core-based SOC, is proposed in this paper
for single stuck-line faults, extending the well-known concepts of
conveational switching theory and of incompatibility relation to
generate the maximal compalibility classes using graph theorctic
concepts, based on optimal generalized sequence mergeahility,
as developed and applied by the authors in earlier works. This
is novel in the sense that zero-aliasing is oblained without any
modification of the original module under test, while a maximal
compaction is achieved in almost all cases in reasonable time
utilizing some simple heuristics. The method is illustrated with de-
sign details of space compactors for the International Symposium
on Circuits and Systems (ISCAS) 85 combinational and ISCAS
9 full-scan sequential benchmark cirewits using simulation pro-
grams ATALANTA and FSIM, attesting to the usefulness of the
technique for jts relative simplicity, resulting in low area overhead,
and full fault coverage for single stuck-line faults, thus making
it suitable in a VLSI synthesis environment. With advances in
computational resources in the future, the heuristics applied in the
design algorithm may be further improved upon to significantly
lower the simulation CPU time and storage.

Index Terms—Aliasing-free (zevo-aliasing) space compression,
built-in self-testing (BIST) in very large scale integration (YLSI),
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core-hased system-on-chip (SOC), maximal compatibility ctnm
(MCCs), maximal minimally strengly connected (MMSC) sub-
graphs, nonminimally strongly connected (NSC) pairs of vertices. -

I. INTRODUCTION 3

N ENORMOUS amount of complexity has been brought
aboul to the test-generation process of integrated circuits |
(ICS) due to very large scale integration. With the unprece:!
dented growth of the electronics industry, the integration den-
sities besides system complexities continued to increase, and:
hence, the need for better and more effective methods of testing!
to assure reliable operations of chips, which is the mainstay of.
today’s many sophisticated devices and products, was intense_l_y's“
felt [1]-{56). The concept of testing, in general, has a rather:
broad applicability and finding efficient testing techniques that.
can guarantee correct system performance is of huge practical:
significance. Gznerally, the cost of testing ICs is prohibitive, ac-]
counting for 35% to 55% of their total manufacturing expense.
Furthermore, testing a chip is also time consuming, taking q}:
1o about one balf of the total design-cycle time [d). On the’
other hand, th: amount of time available for manufacturing,’
testing, and mirketing a product is constantly on the decline..
Moreover, as  result of diminishing trade barriers and global
competition, customers now demand products of superior qual-:
ity at lower price. However, to achieve this better quality €
relatively low cost, evidently, the lesling strategies have 1
be improved. The conventional testing techniques of digit al)
systems requizé application of test-inpul patterns gmuated,ﬁj’j
a test pattern generator (TPG) to the module under test (MUT}
and comparing the responses with known correct responses. B
large systems, because of higher storage requirements for
fault-free responses, the customary test procedures thus
highly expensive, and therefore, alternate approaches are aimed
at minimizing the amount of needed storage (45], [521-{54
The testing techniques of ICs can be broadly classified
into three main categories, viz., 1} testing of purely combi "
pational circuits or full-scan synchronous sequential circu

testing (BIST) techniques that generate their own test fi)
for circuits using built-in hardware; and 3) testing of genel 3
digital sequential circuits with test vectors that are external
generated and applied. For purely combinational circuits, thet®
are.available methods that can automatically generate tests Wil
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VALIDATION OF A SECURITY AND PRIVACY RISK METRIC
USING TRIPLE UNIFORM PRODUCT RULE
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In the Security meter (SM) modeling for a quantitative risk assessment  about which a brief description is
presented one is required to take the product of three unidentical uniforms U(a b), which forms one leg of
the many that constitute the total residual risk (TRR). The pdf of such a triple product of uniforms is certainly
a challenge not encountered in the current literature. We have a complete agreement of the theoretical
mean with the Monte Carlo Simulation average for large number of simulation runs. Variance from the
summation of available legs will converge to simulation variance as the number of legs from TRR increases.
However, variance for large number of runs from the simulations compares favorably with the analytical
results 5o as to obtain a complete characterization for the Security Meter Quantitative Risk Probability
Model. This work analytically (theoretically) validates the Monte Carlo simulation and vice versa. The same
concept can be utilized for other applied fields where the triple product of uniforms is vitally needed. Authors
will further find ways to improve this work by modifying the uniforms with triangular representations for
the three random variables of interest.

Keywords: Statistical Analysis, Security Meter, CLT (Central Limit Theorem) Triple Uniform Product,

Simulation, Risk

1. INTRODUCTION

In the security-meter modeling for quantitative
risk assessment, one is required to take the
product of three un-identical uniforms, Ula,b.c),
which forms one leg of the many that constitute
the total residual risk (TRR). Authors have
studied a unique problem not challenged before.
See Figure 1. Using the CLT, Central Limit
Theorem, we sum the means and variances to find
the approximate normal (Mean, Variance). We
have a complete agreement of the theoretical
mean with the Monte Carlo Simulation (MCSIM)
average for large number of simulation runs using
MAPLE software. Variance improves with the
number of legs increasing and compares
satisfactorily with the variance for large number
of runs from the MCSIM results, such as n =

*Corresponding Author's: msahinog@aum.edu

100,000. Therefore, the simulation mean and
variance can be used to model the risk to imply
that time-consuming and tedious MAPLE
software calculations are not necessary every time
results are sought (M. Sahinoglu, 2005, 2007,
2008; M. Sahinoglu, Yangling Yuan, David Banks,
2009. A brief description of the Security Meter
(SM) methed is illustrated below.

Figure 1 model illustrates the constants in the
SM model as the utility cost (dollar asset) and
criticality constant; the probabilistic inputs are
vulnerability, threat, and lack of countermeasure
all valued between 0 and 1. SM 1is described
following the Figure 1 as follows (M. Sahinoglu,
2005, 2007)

Probabilistic Tree Diagram: Given that a
simple sample system or component has two or
more outcomes for each risk factor, vulnerability,
threat, and countermeasure, the following
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Cybersystems and Information Security:
Master of Science Program at Auburn University
Montgomery

Mchmet Sahinoglu, Senior Member, IEEE

Abstract— Auburn  University at Montgomery (AUM)
proposed a Master of Science in Cybersystems and lnformation
Security (CSIS) degree program, which was approved by ACHE
(Alabama Commission on Higher Education) on December 4,
2009. AUM will be the first university in Alabama and Southeast
o offer a program classified as 11,1003 by the Classification of
Instructional  Programs  (CIP)  coding  system. The
implementation date for this program will be the Fall Semester
2011 since the accreditation by SACS (Southern Association of
Schools and Colleges) has been officially notified on December

14, 2010, The initial target audience for this program will be Alr
Force  unlformed  and  chvillan  personnel  Jocated  mt
MaywellGunter AFB and related defense industry personnel
associated with information technology (IT) contractors. IT
community located in the AUM service area Is included in this
audience. This group is composed of employees of state/local
governments, businesses, as well In- and out-of State graduate
and undergrad di These proj are based on
statitical surveys conducted by AUM to gauge interest. Course
requirements will be listed for each se and what makes this
program umigue will be discussed including resources. A
conclusive summary of challenges since 2008 is presented at the
end.

Index Terms- Cybersystems; ACHE: Informartion Security, SACS

I.  INTRODUCTION

The Master of Science in Cybersystems and Information
Secunty (CSIS) program will be a newly established graduate
degree program designed to meet the security needs of
national defense, government, and busincss sectors now, and
in the future, Instructional delivery methods will utilize the
latest technology already in place at AUM, both in the
classroom and online. As the program begins, approximately
80% of classes will be taught in a traditional in-class lecture
and/or laboratory setting with both day and (mostly) evening
classes. Approximately 20% of classes will be taught through
distance education formats, Distance education technology
will be used in the delivery of courses and special topics
presentations by experts in the field from across the nation.
According to the U.S. Computer Emergency Readiness Team
(US-CERT), Cybersecunty refers to the prevention, detection,
and response 1o attacks on personal information that is stored
within information systems [1].

Manuscript received on October 7, 2010, Mehmet Sahinoghu is the Director of
Informatiks Instite with Aubum University Montgomery in Mostgomery
Alsbama 36124 USA. Tel: 334-244-3769, Fax: 334-244-3127. E-Maik

; , URL:ywwasmodacsis This work was supported s
part by the kK Belle Young endowment toward academss  rescirch
publications conducted by the AUM’s Informagtics Institute.

Potential attackers include “unfriendly governments and
militaries, intelligence agencies, organized criminals, and
hactivists™ [2]. In April 2009, for example, news that
cyberspics from hostile nations had disrupted the US.
electrical gnd caused a stir among intelligence  and
information security officials [3]. Intemational events, such as
enemy hackers’ 2008 attack on the country of Georgia [4] and
the 2007 attack on Estonia [5] suggest that cyberwarfarc may
in fact pose one of the greatest security threats o countries in
the years 1o come.

Beng located n the Alabama State capital, n close
proximity to Maxwell/Gunter AFB (in particular the USAF
754™ Electronic Systems Group), and centralized along the I-
65 information technology corridor which is a hub to hundreds
of technology-based contractual companies, the establishment
of this program will fill a ¢learly identified societal need. The
proposed program will not only prepare leaders who can
implement, monitor, and respond to security issues, but will
also train researchers who can develop onginal and innovative
technologies to improve cybersystems security.

Il. ASSESSMENT OF NEED AND PROGRAM PLANNING

There is an ever-increasing need in society for greater cyber
systems and information security. This calls for the
development of leaders who can implement, monitor, and
respond to security issucs, as well as researchers who can
develop original and innovative technologies to improve cyber
systems sccurity.  Within the last decade, cybersystems and
information sccunity have become increasingly significant
priorities on the U.S. national political agenda. In the
aftermath of Scptember 11, and similar conflicts, and the
subsequent political discourse on homeland sccurity, this
concem has been reflected in higher education, as colleges and
universities began to introduce academic programs to provide
specialized training in a brand new area,

To assess the educational need for a specialized program in
Cybersystems and Information Security in the Southeast,
Aubum University at Montgomery employed the Hanover
Rescarch Council to develop a rescarch report on The Viability
of a New Master's Degree Program in Cybersystems and
Information Secwriry [6). The Hanover Rescarch Council
utilized the Integrated Postsecondary Education Data System
(IPEDS) w identify a group of 24 institutions that offer
graduate degree programs in Computer and Information
Systems Security.
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Network reliability evaluation

Mehmet Sahinoglu'* and Benjamin Rice?

This article, beyond presenting a spectrum of network reliability methods studied
in the past decades, describes a scalable innovative ‘overlap technique’ to tackle
large complex networks’ reliability evaluation difficulties, which cannot be handled
by straightforward reliability block diagramming (RBD) techniques used for the
simple parallel-series topologies. Examples are shown on how to apply the overlap
algorithm to compute the ingress-egress reliability. Monte Carlo simulations
demonstrate the methods discussed. (1) Static (time independent), (2) dynamic
(time dependent) using a versatile Weibull distribution to represent the multiple
stages of network components from infancy to useful life period and to wear-
out, and (3) multistate versions to include derated behavior beyond conventional
working and nonworking states, are illustrated for calculating the directional
source-target (s-t) reliability of complex networks by using the Java software
ERBDC: Exact Reliability Block Diagramming Calculator. © 2010 John Wiley & Sons, Inc.

WIREs Comp Stat

etwork reliability is the probability that a net-

work with all its subnetworks and constituting
components will successfully complete the task it is
intended to perform under the conditions encoun-
tered for the specified period of time defined berween
a source and a target.!”!! Reliability analysis is the
process of quantifying a system’s ingress—egress [of
source-target (s-t) at will] serviceability by examining
the dependency relationships between the components
that comprise the system. Analysis is essential when-
ever the cost of failure is high.'>'* Modeling and
simulation allow analysts to determine weak spots
in the systems so that the maintenance engineer can
inventory a backup list of components. The reliability
analysis focuses on the computer network compo-
nents and the connections between them to determine
the overall system reliability as well as the reliabilities
between any two individual nodes in the network.
Network reliability computations are similar to those
developed for industrial applications, but there are a
few exceptions. In industrial applications, all of the
components in the system are usually considered crit-
ical to the overall function of the system. However,
in network applications, the target communication
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between two nodes may select few components in the
system due to redundancy. 1415

Currently, most published educational materials
cover methods for determining system reliabilities in
networks that can be expressed as pure parallel-series
systems or reducing a complex topology to a paral-
lel-series one using a conditional ‘keystone’ method.'?
However, as experience proves, these ready-to-cook
networks with small sizes rarely occur outside
textbooks and classrooms. These computations prove
impossible or mathematically unwieldy when applied
to real complex networks and are therefore useful
only to teach basic reliability concepts.'' The graphi-
cal screening ease and convenience of reliability block
diagramming (RBD) algorithms'é is advantageous
for planners and designers trying to improve system
reliability by allowing quick and efficient intervention
that may be required at a dispatch center to observe
routine operations and identify solution alternatives
in case of a crisis. The Boolean decomposition
and binary enumeration algorithms'”"'? are outside
the practical scope of this article because of large
networks we will work with. The algorithm through
a user-friendly and graphical Java applet computes
the reliability of any complex parallel-series network.
Furthermore, the coded topology can be transmitted
remotely and then reverse-engineered to reconstruct
the original network diagram for purposes of securing
classified information and saving space.!%!3,15.20-23,25
This, too, can be applied to security-related input
for wired or wireless systems. All current exact

© 2010 John Wiley & Sons, Inc.
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COST-EFFECTIVE SECURITY TESTING OF
CYBERSYSTEMSUSING COMBINED LGCP: LOGISTIC-GROWTH

COMPOUND-POISSON

MEeHMET SAHINOGLU!Y, SusaN J. Svons? AnD JamesH. MaTtis®

‘Auburn University Montgomery, Department of Cybersystems and Information Security, Montgomery, USA
*UNCW, Department of Mathematics and Statistics, Wilmingron, USA
*Teras A & M University.Department of Statistics, College Station TX 77840, USA

Abstract: A new challenge to software testing lies in the concept of a monitored security testing and most
essentislly in the determination of an epoch 25 to when to stop testing. Under minimum assumptions
regarding growth of failures or breaches, due to chance (reliability) or malicious (security) reasons, we con
objectively define an appropriate stopping rule to timely aveoid further damage saving resources with a cost
efficient plan. This research topic opens new avenues in a very critical area of cybersystems and information
security defined to be "quantitative stopping rules in security testing™ as compaored to existing conventionally
qualitative rules which do not lend themselves to probabilistic and cost-effective reasoning. We employ two
probabilistic models to determine appropriate stopping rules and compare the approaches using two well-
known data sets known as DR 4 and DR 5 (Sahinoglu, 2007).

1. INTRODUCTION

The damage inflicted by security breaches and
software failures in computer and communication
networks as experienced by related businesses or
government entities is measured by multiples of
billions of dollars. The analvsis of such malicious
activities as to when to act at the right moment
to assure cost efficiency and maximum security
are of a paramount interest to computer scientists
and risk analysts, in addition to the business
owners and their customers. In most situations,
testing continues until the time-to-release date
or the budget is depleted. This conventional
subjective stopping decision inhibits the testers
from understanding the extent of potential
security breaches or failures when the product is
released and can be extremely costly and
inefficient. Herein, we consider two methods
defining appropriate stopping rules in security
testing, the logistic growth model (LGM) and
the compound Poisson process model (CPM).
These two methods model failure times based
on probabilistic models and develop criteria-

*Corresponding Author's: msahinog@aum.edu

based stopping rules to support each other in
sSynergy.

: is another aspect of software security
testing which deals with the functional testing of
secure software (as in the metaphor of walking a
high wire with a safety net), an entirely different
domain and conceptually different than what this
research paper addresses. The two common
methods for testing whether software has met its
security requirements are functional (Allen,
Barnum, Ellison, McGraw, Mead, 2008) and risk-
based security testing (McGraw, 2006). The
methods proposed herein follow the latter risk-
based testing derived from a risk analysis to
encompass not only the high-level risks identified
during the design process but also low-level risks
derived from the software itself.

2. METHODS

The LGM was originally defined by Verhulst
(1845) and used to model population growth of
species for many vears (Larralde-Corona et al,
1997: Matis et al., 2009; Piegorsch and Bailer,
2005; Simmons ¢t al., 2009). The LGM has also
been used to model software failures (Yamada et
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CLOUD computing

Mehmet Sahinoglu' and Luis Cueva-Parra?
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CLOUD computing (Grid or utility computing, computing on-demand) which was
the talk of the computing circles at the end of 1990s has become once again a relevant
computational topic. CLOUD computing, also considered as a fifth utility after
water, electric power, gas, and telephony, is on the basis of the hosting of services
on clusters of computers housed in server farms. This article reviews CLOUD
computing fundamentals in general, its operational modeling and quantitative
(statistical) risk assessment of its much neglected service quality issues. As an
example of a CLOUD, a set of distributed parallel computers is considered to be
working independently or dependently, but additively to serve the cumulative
needs of a large number of customers requiring service. Quantitative methods of
statistical inference on the quality of service (QoS) or conversely, loss of service
(LoS), as commonly used customer satisfaction metrics of system reliability and
security performance are reviewed. The goal of those methods is to optimize what
must be planned about how to improve the quality of a CLOUD operation and
what countermeasures to take. Also, a discrete event simulation is reviewed to
estimate the risk indices in a large CLOUD computing environment favorably
compared to the intractable and lengthy theoretical Markov solutions. © 2010 John
Wiley & Sons, Inc. WIREs Comp Stat 2011 3 47-68 DOI: 10.1002/wics.139

Keywords: CLOUD Computing; cyber-risk; security; reliability; discrete event

simulation

INTRODUCTION AND MOTIVATION

LOUD computing, an emerging form of

computing using services provided through the
largest network (Internet or CLOUD) is becoming a
promising alternative to the traditional in-house IT
computing services. CLOUD computing is a form
of computing in which providers offer computing
resources (software and hardware) on-demand. All
of these resources are connected to the Internet and
are provided dynamically to the users. Figure 1 shows
a schematic representation of CLOUD computing.
Here, CLOUD computing providers are connected to
the Internet and able to provide computing services to
both enterprise and personal users. Some companies
envision this form of computing as a single major
type of service which will be demanded extensively in
the next decade. In fact, companies like Google, IBM,
Microsoft, HP, Amazon, and Yahoo among others
have already made investments not only in CLOUD
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research but also in establishing CLOUD computing
infrastructure services (see Figure 1).

CLOUD computing services fall into three major
categories': (1) infrastructure as a service (laaS),
(2) software as a service (SaaS), and (3) platform as a
service (Paa$). In laa$ virtualized servers, storage and
networks are provided to the clients. SaaS s focused on
allowing clients to use software applications through
web-based interfaces. A service targeted to developers
who focus primarily on application development only,
without dealing with platform administration (operat-
ing system maintenance, load balancing, scaling, etc.),
is called PaaS. Advances in virtualization, distributed
computing, and high-speed network technologies have
given further impetus to CLOUD computing. The
major advantages of CLOUD computing are scalabil-
ity, flexibility, resilience, and affordability. However,
as users (companies, organizations, and individual
persons) turn to CLOUD computing services for
their businesses and commercial operations, there is a
growing concern from the security and reliability per-
spectives as to how those services actually rate. The
serviceability measurement can be categorized into
three areas: performance, reliability, and security. Per-
formance and reliability are two characteristics related
to the condition of the providers’ infrastructure and
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SOFTWARE ASSURANCE TESTING BEFORE RELEASING
CLOUD FOR BUSINESS - A CASE STUDY ON A
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Abstract: There is a dire need Lo determine when best Lo release operations with respect to CLOUD computing
to eommercial use. CLOUD computing operations centers are multiplying rapidly and offering services to
their clientele who believe that they are getting a goed deal. However, “davil in the details” is the lack of an

assumed reliability where customers soon discover that the services

INTRODUCTION

Under minimum assumptions regarding growth
of failures or breaches, due to chance (reliability)
or malicious (security) reasons, we can objectively
define an appropriate stopping rule to avoid
further damage and save resources with a cost
efficient plan. The stimulus behind this objective
is that a new challenge existsto software testing
for assurance lies in the concept of a monitored
reliability testing and most essentially in the
determination of an epoch as to when to stop
testing.

We employ two probabilistic models combined
to determine appropriate stopping rules and
compare the approaches using historical failure
and maintenance (interruption) data of the NSF
supercomputing infrastructure XSEDE (akin to
a super CLOUD) presented in part in Table 1 and
Table 2 from March 2009 to March 2010, as well
as in a popularly studied test data DR5. In
general, the damage inflicted by reliability or
security breaches and software failures in

computer and communication networks, such as
recently emerging.

CLOUD computing centers (Worthen et al.,
2009) experienced by related businesses or
government entities is measured by multiples of
billions of dollars (Sahinoglu et al., 2011). See
typical CLOUD representation in Figure 1. The
analysis of such malicious and/or non-malicious
activities as to when to act at the right moment
to assure cost efficiency and maximum security
are of a paramount interest to computer scientists
and risk analysts, in addition to the business
owners and their customers. In most situations,
testing continues until the time-to-release date
or the budget is depleted,

This conventional subjective stopping decision
inhibits the testing company from understanding
the extent of potential security breaches or
reliability failures when the product is released,
and can be extremely costly and inefficient.
Herein, we consider comparing, and further
merging the compound Poisson process model
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A new metric for usability in trustworthy computing of cyber systems
Mehmet Sahinoglu, Scott Morton, Erman Samelo and Sukanta Ganguly

Recently, the concept of Usability Engineering (UE) is emerging to be a popular and pragmatic
issue due to scarcity of resources. UE is generally concerned with human-computer interaction
and specifically with making human-computer interfaces that have high usability or user
friendliness. Usability is a science that deals with interaction between two end-points. One
serves the interface and the other end consumes the information that can be presented via the
interface. However we will add an original concept of quantification to the existing model
through a designed algorithm by the author to calculate the usability (U) index. To accomplish
this task owing to the field expertise of the corresponding author, numerical and/or cognitive
data must be collected to supply the input parameters to calculate the quantitative risk index
for Usability. A qualitative-input version of assessment will also be presented. This article will
not only present a metric model but also generate a prototype numerical index, new in this
field.

INTRODUCTION

Usability Engineering is regarded as one of the four pillars of the Trustworthy Computing, the

others being Reliability, Security and Pn'vacy'. Usability Engineering is a relatively new
discipline, and was not even offered in computer science courses up to ten or fifteen years
ago. Usability engineering is now central to proper software development. In this research
paper, we will adopt a model of usability taking into account the task / user / user-interface

variables, which have been inspired from Shackel, Nielsen and Eason®. Another strong source on

Usability Engineering is by Nielsen. Nielsen offers examples of measuring the Usability icons
(such as ticket vending machines in Grand Central Stations or used by regular commuters, or
stamp vending machines in Post Offices, or Personal Computers’ usage of a certain piece of
Software) and Usability testing as well as Usability Assessment methods beyond testing.
Usability only becomes an issue when it is not present in an interface. In large part, an
interface is usable when the user can accomplish their task smoothly without hindrance or
frustration. Assessing the nature of usability quantitatively is the goal of this paper. To do so, a
Usability Meter based on a series of questions designed to assess the user’s perceptions of an
interface’s usability will be utilized. Based on the user’s responses, a usability risk index will
be calculated.

VULNERABILITIES

Inspired by Shackel, Nielsen and Eason™, three vulnerabilities are assessed: Task, User, and
System Interface. Within each vulnerability category, questions pertain to specific threats and
countermeasures. Within Task vulnerability, users are asked questions regarding Infrequency,
Rigidity, and Unfavorable Situational Constraints threats and countermeasures. Within User
vulnerability, users are asked questions regarding Lack of Knowledge, Lack of Motivation, and
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m WEB EXCLUSIVE ARTICLE

Are social networks risky? Assessing and mitigating risk
Mehmet Sahinoglu and Aysen Dener Akkaya

With the ever growing and
unprecedented popularity of
social networking sites such as
Facebook, Google+, MySpace,
Tuitter etc. in the personal
sphere, and others such as
Linkedln in business circles, Twitter is over capacity.
undesirable security and Fiaaie 01 momert 300 ¥y e Formers lrmatin rach 1 itr St
privacy risk issues have
emerged as a result of this
extraordinary rapid ascent. The
front ranking problems are
mainly lack of trustworthiness;
namely, those of breach of
security and privacy. We
employ a quantitative approach to assess security and privacy risks for social networks already
under pressure by users and policymakers for breaches in both quality and sustainability, and
will also demonstrate how to manage risk by using a cost-optimal game-theoretical solution. A
number of real people (not simulated) were interviewed and the results are discussed.
Ramifications of this quantitative risk assessment of privacy and security breaches in social
networks will be summarized.

A A A A A A A A A A A A A

The number of Twitter users is growing quickly. Image: Wikimedia.,

APPLICATION OF THE PROPOSED QUANTITATIVE RISK ASSESSMENT METHOD TO MEASURE
AND MANAGE PRIVACY/SECURITY RISK IN SOCIAL NETWORKS

Fast Company reported that a Ph.D. candidate at Berkeley made headlines exposing a
potentially devastating hole in the framework of Facebook's third-party application
programming interface (API) which allows for easy theft of private information. This candidate
and her co-researchers found that third-party platform applications for Facebook gave
developers access to far more information (addresses, pictures, interests, etc.) than needed to
run the app. A major reason social network security and privacy lapses exist simply results from
the astronomical amounts of information the sites process each and every day. These flows of
data make it much easier to exploit a single flaw in the system. Features that invite user
participation such as messages, invitations, photos, open platform applications etc. are often
the avenues used to gain access to private information.

The core of the matter, however, is to come up with a set of effective risk quantification and
management techniques so as to help alleviate problems arising from lack of security and

privacy due to the mushrooming social networks as well their connect services'. A well-known
management proverb says, “what is measured is managed” and another says, “Yes, you can
quantify risk” balanced against reasons such as the difficulty in collecting trustworthy data

 regarding security and privacy breaches”. The Security Meter technique provides a quantitative
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Advanced Review

Game-theoretic computing in risk
analysis

Mehmet Sahinoglu,'* Luis Cueva-Parra? and David Ang?

'33

Risk analysis, comprising risk assessment and risk management stages, is one of
the most popular and challenging topics of our times because security and privacy,
and availability and usability culminating at the trustworthiness of cybersystems
and cyber information is at stake. The precautionary need derives from the
existence of defenders versus adversaries, in an everlasting Darwinian scenario
dating back to early human history of warriors fighting for their sustenance to
survive. Fast forwarding to today’s information warfare, whether in networks
or healthcare or national security, the currently dire situation necessitates more
than a hand calculator to optimize (maximize gains or minimize losses) risk due
to prevailing scarce economic resources. This article reviews the previous works
completed on this specialized topic of game-theoretic computing, its methods and
applications toward the purpose of quantitative risk assessment and cost-optimal
management in many diverse disciplines including entire range of informatics-
related topics. Additionally, this review considers certain game-theoretic topics
in depth historically, and those computationally resourceful such as Neumann's
two-way zero-sum pure equilibrium and optimal mixed strategy solutions versus
Nash equilibria with pure and mixed strategies. Computational examples are
provided to highlight the significance of game-theoretic solutions used in risk
assessment and management, particularly in reference to cybersystems and
information security. & 2012 Wiley Periodicals, Inc.

How to cite this article:
WIREs Comput Stat 2012. doi: 10.1002/wics.1205

Keywords: risk analysis; Nash equilibrium; game-theoretic; mixed strategy

INTRODUCTION TO GAMING AND
HISTORICAL PERSPECTIVE TO GAME
THEORY’S ORIGINS

Gamc playing is an unlimited topic in scope as
old as the ancient human history. Although
its first seeds were planted in the latter part of
the 19th century, the popularity of game theory
skyrocketed in the 20th century. This was a period of
devastating wars and conflicts that needed urgently
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smart solutions with the advent of transistor-led
electronics, and further, vast computer storage space
and unprecedented computational speed. In the 21st
century, the cyber wars brought forward a dire
necessity to employ gaming solutions to outsmart
the hostile hackers and adversaries, in lieu of
former invading troops or bombarding warplanes.
In retrospect, the first human hunters were involved in
game solutions against their enemies, i.e., carnivorous
animal world, who played the same game, all to
quell hunger. Gaming may mean many things to
different people, such as gambling or simulation
or politics and warfare. According to Shubik,! the
disciplines most heavily involved in the utilization of
games have been management science and operations
research, psychology, education, political science,
sociology, engineering, computer and military science,
and economics. The major expenditures, in terms of

2 2012 Wiley Periodicals, Inc.
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Ecological Risk-O-Meter: a risk assessor and
manager software tool for better decision making
in ecosystemsJr

Mehmet Sahinoglu®*, Susan J. Simmons”, Lawrence B. Cahoon® and
Scott Morton™

Increased awareness of environmental ssues and their dfects on ecological systems and human health drive an interest
in developing computational methods to reduce detrimental consequences. For example, there are concerns regarding
chlorofluorocarbons and their impact on stratospheric ozone, mdon and its effect on human bhealth, coal mining and effects
on habitat loss, as well as numerous other issues. However, these issues do not exist in a vacuum nor occur just one at a
time. There & a need to assess sodal and ecological risks comprehensively and account for numerows, inter-rdated potential
risks. Given limited funds available for addressing these issues, how can spending for purposes of environmental and
ecological mitigation be optimized? What is the magnitude of overall ecological risk for a given region? Novel software,
the “Embbgical Risk-o-Meter”, addresses these questions and concerns. The software tool not only assesses the current
environmental and ecological risks, but also takes into account potential solutions and provides guidance as to how spending
can be optimized to reducing overall environmental risk. We demonstrate this new tool and show how to optimize the costs of
risk reduction in recursive cycles based on feedbacks Copyright © 2012 John Wiley & Sons, Ltd

Keywonds: ccological systems; vulnembility: threat: countermeasure; Risk-0-Meter
= —————————————————————————————————————

1. INTRODUCTION

There is not a day that passes when one does not hear or read about the adverse effects of climate change and consequent coological damage
occurring on our planct, which we have inherited and owe to the next generation to kave as well as or better than what we received. Recent
cvents associaed with global warmmng. such as record heat, drought, and more intense storms and humicanes, have highlighted the continuing
need to monitor, assess and mitigate ccological and environmental risks in a more holistic fashion. Traditional risk assessments were performed
on a case by case basis rather than by using a systemic approach, as in the Ohio EPA DERR document (2008). It is mather a new trend
determine overall risk from a holistic viewpoint so that risk managers can take global, rather than incremental measures, as carth is connected
through a common, freely circulating atmosphere and hydrosphere, and therefore, the communitics exposed to risks are diverse. Such broad
assessments of risk may be termed “ecological risk assessment” (ERA). According to Barnthouse and Suter (1986), ERA is the process of
assigning magnitudes and probabilitics of adverse cffects of human activities or natural catastrophes. There are other resources where one
can learn about ERA, such as the oncs by Natural Resource Damages, hitp://'www.cpagov/superfund/programse/nrd/erahtm, and US
Environmental Protection Agency hitp:/fwww.cpa.govioswerfriskassessment, as well as The Department of Energy & Environmental
Protection in Canada, http/iwww ct. gov/deplewp/view.asp?a=2715&depNav_GID=1626&q=325016.

“A Framework for Ecological Risk Assessment: General Guidance™ by the Canadian Council of Ministers of the Environment defines
ERA as a formal st of scientific methods for estimating the probabilitics and magnitudes of undesired cffects on plants, animals and
ecosystems resulting from events in the environment, including the release of pollutants, physicall modification of the environment and
natural disasters. Sce a related website, http://www .ceme ca/assets/pdf/pn_1195_c.pdf. In the same reference, a diagram from screening to
preliminary and finally to a detailed quantitative ERA is illustrated in Figure 1. A detailed ERA as proposed is not only quantitative, dealing
with a complex interaction, but it is also predictive and subject to statistical inference supported by expent ficld data rather than data obtained
from hearsay through common literamre.

. ——————————————————————————————————
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Modeling and simulation
in engineering

Mehmet Sahinoglu*

This review article will explore the innovative and popular theme of engineering
modeling and simulation, predominantly in the manufacturing industry and
cybersecurity world, citing severe challenges, advantages and time- and budget
saving solutions and its future. The power of simulation is not an exaggeration but
an understatement. The favorable outcomes since the advent of digital computers
and software revolution could not have been achieved, especially without the
multiple benefits of statistical simulation, which underlies the widespread use
of modeling and simulation in engineering and sciences, stretching from A
(Astronomy) to Z (Zoology). This refers not only to research findings in verifying
a certain piece of theory, such as that of the recently discovered Higgs Boson,
but in testing new products to innovate new discoveries so as to make our
universe a more peaceful place by modeling and simulating the future projects
and taking precautions before disasters occur. The review explores a cross section of
engineering modeling and simulation practices illustrating a window of numerical
examples. @ 2013 Wiley Periodicals, Inc.

How to cite this anticle:
WIREs Comput Stat 2013, 5:239-266. doi: 10.1002/wics.1254

Keywords: discrete event/Monte Carlo; modeling; production; cyber-security;

Bayesian; multistate

INTRODUCTION AND BRIEF HISTORY
TO SIMULATION AND MOTIVATION

Computer modeling and simulation (M&S), as
programs or networks of computers mimicking
the execution of an abstract model of many natural
systems from physical and life sciences to social and
managerial sciences, and primarily engineering, have
become an integral part of digital experimentation.
M&S proves useful to estimate the performance of
complex engineering systems when too prohibitive for
analytical solutions. A simulation is defined as the
reproduction of an event with the use of scientific
models. A model is a physical, mathematical, or

Additional Supporting Information may be found in the online
version of this article.
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other logical representation of a system, process,
or phenomenon. Time-independent static Monte
Carlo (MC) or conversely dynamic Discrete Event
Simulation (DES) to manage events in real time for
engineering applications will be reviewed. Taxonomy-
wise, simulated computer models may be stochastic
or deterministic, and dynamic or static, and discrete
or continuous.

Modern computer simulation developed in
parallel with the rapid-growth of computer use
during the development of the Manhattan Project
in WWII to nondestructively model and simulate the
nuclear detonation before it was destructively dropped
on Hiroshima and Nagasaki in Japan in 1945.
Therefore, the history of simulation is interesting and
intriguing, Some earliest pioneers can be observed in
Ref. 1 Lord Rayleigh in 1899 showed that a one-
dimensional random walk without absorbing barriers
could provide an approximate solution to a parabolic
differential equation. In 1908 W.S. Gosset (with a
nickname, Student) used experimental sampling to
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CLOUD Computing Risk Assessment and Management
Mehmet Sahinogiu

ABSTRACT

CLOUD Computing is an emerging idea and technology with pros and cons, but the innovation definitely will leave its impact and
footprints while facing new economic realities during the second decade of a new century. Rather than installing a series of
commercial packages for each computer, including never ending security patches, users would only have to load one application. That
application would allow workers to log on to a Web-based service which hosts all the programs the user would need for their job.
Remote servers owned by the service provider would run everything from e-mail to word processing to complex data analysis
programs. It's called CLOUD computing, the fifth utility (after electric power, gas, water and telephony) and it could change the way
mndividuals and companies operate. However, as often apparent from the news media describing outages as sumple glitches (usually
downplayed by the CLOUD hosting companies and their providers or assigned responsible managers who boast about their 99.99%
reliability), the crucial problem with CLOUD computing is its occasional, though dramatic lack of desired reliability and secunty.
Both of these key features need to be duly and timely assessed in order to manage this new model of distributed computing. ie.
CLOUD. This chapter will examine methods and software programs that achieve these challenging goals, 1.e. assessment and
management hurdles from the CLOUD hosting (producer’s risk) perspective in addition to the customer (consumer’s risk) base, an
avenue which has been examined before by the author. The purpose is to prionitize and cost-optimize the countermeasures needed to
reach a desirable level of customer satisfaction as well as CLOUD hosting best practices. Quantitative methods of statistical inference
on the Quality of Service (QoS) or conversely, Loss of Service (LoS), as commeonly used customer satisfaction metrics of system
reliability and security performance is reviewed. Subsequently, as an analytical alternative to the sinmlation practices, a CLOUD
Risk-O-Meter approach is studied to assess nsk and manage it cost optimally through an mformation gathering data-base type
algorithm The primary goal of those methods is to optimize plans to improve the quality of a CLOUD operation and what
countermeasures to take. Among the simulation alternatives, a discrete event sinmlation (DES) is reviewed to estimate the risk indices
in a large CLOUD computing environment to compare with the intractable and lengthy theoretical Markov solutions. In addition,
Monte-Carlo VaR technique is introduced and summarized to compare and contrast with those of the DES.

INTRODUCTION

CLOUD computing services fall into three major categories (Leavitt, 2009): a) Infrastructure as a service (TaaS), b) Software as a
service (SaaS) and c) Platform as a service (PaaS). These three structures are explained as follows. [aaS: Infrastructure-as-a-service
products deliver a full computer infrastructure via the Internet through virtualized servers, storage and networks provided to clients.
Saa$, the most popular of all, is focused on allowing clients to use software applications through web-based interfaces. The major idea
behind SaaS 15 to lower costs to business and individuals from not having to purchase and maintain the software themselves. SaaS
also assists with achieving standard product lines in lieu of encouraging organizations to adopt point solutions. Other advantages
include increased uptime and shifting responsibility from adnunistering and maintaining a network infrastructure out of the hands of
organizations with other main pusposes. SaaS in bnef provides a complete, tumkey application - including complex programs. This
software as a service in general is supposed to offer customers the overall benefits of CLOUD computing with enhanced information
assurance. PaaS : Platform as-a-service products offer a full or partial application development environment that users can access and
utilize on line, even in collaboration with others. The major advantages of CLOUD computing are scalability, flexibility, resilience,
and affordability. However. as users (companies, orgamizations and individual persons) tum to CLOUD computing services for their
businesses and commercial operations, there is a growing concern from the security and reliability perspectives as to how those
services actually rate. Moreover, the federal government has approved commercial products to operate on a defense CLOUD. marking
the first industry online offerings with this level of security accessible to the military via such an environment. As more clients
migrate to the CLOUD and employ the technology, the cost of use will drop. This benefits anyone wishing to take advantage of
offerings that include a suite of products designed to increase communications across the Web, social and contact center touch points
(Boland, 2011). The absence of nniversal CLOUD standards to safeguard security can be a nisky task; it is high time to do so. CLOUD
contputing diagrams are as follow:

AcademyPublish.org — Risk Assessment and Management 412
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| ABOUT THIS BOOK '

Applied Cyber-Physical Systems presents the latest methods and technologies in the area of cyber-
physical systems including medical and biological applications. Cyber-physical systems (CPS)
integrate computing and communication capabilities by monitoring, and controlling the physical
systems via embedded hardware and computers.

This book brings together unique contributions from renowned experts on cyber-physical systems
research and education with applications. It also addresses the major challenges in CPS, and then
provides a resolution with various diverse applications as examples.

Advanced-level students and researchers focused on computer science, engineering and
biomedicine will find this to be a useful secondary text book or reference, as will professionals
working in this field.

Content Level » Research

Keywords » CPS in Medical Systems - Critical Infrastructure - Cyberphysical systems (CPS)
Research - High Integrity Systems

Related subjects » Communication Networks - Information Systems and Applications - Robotics -

Signals & Communication
TABLE OF CONTENTS =
Overview of Cyber-Physical Systems.- The Need for a Transdisciplinary Approach to Security of Cyber-
Physical Infrastructure.- A Regional and Transdisciplinary Approach to Educating Secondary and
College Students in Cyber-Physical Systems.- Cyber-Physical Systems and Stem Development: NASA
Digital Astronaut Project- Radically Simplifying Cyber Security.- Cyber-Physical System Architectures for
Dynamic, Real-Time "Need-to-Know" Authorization.- Cyber-Physical Systems Security - Axiomatic
Design Theory for Cyber-Physical Systems.- The Importance of Grain Size in Communication within
Cyber-Physical Systems.- Focus, Salience, and Priming in Cyber-Physical Intelligence.- An Adaptive
Cyber-Physical System Framework for Cyber-Physical Systems Design Automation.- Cyber-Physical
Eco-Systems.- Risk Assessment and Management to Estimate Hospital Credibility Score of Patient
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Applications.- Performance Improvement of RFID Systems.- Thinking Embedded, Designing Cyber-
Physical.
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Chapter 13

Risk Assessment and Management
to Estimate and Improve Hospital
Credibility Score of Patient Health
Care Quality

Mechmet Sahinoglu and Kenneth Wool

Introduction

The purpose of this chapter is 1o study how W assess patient-centered health-care
guality and as a follow-up, how ta mitigate the unwanted risk to o wlerable fevel,
through automated software utilizing game-theoretic risk computing. This chupler
averall seeks methods about how to improve patient-centered quality of care in the
jight of uncertain nationwide health care quality mandate to disseminate and
utilize results for the “most bang for the buck™. A putient-centered composiic
‘eredibility’ or ‘sagisfaction’ scorc is proposed for the motual benefit of patients
seeking quality care. and hospitals defivering the promised healthcare, and
insurance companies facilitating 2 fimancially accountable healtheare. Patient-
centered quality of care risk assessment and management are inscparable aspeets
of health care it a hospital, yet borh are frequently overlooked. In Alabama Stite, a
2004 study by the Kaiser Family Feundation found substantial dissatisfaction with
the quality of health care. Tn response o svhether they were dissatisfied with
quality of healtheare, 44 % of Latinos, 73 % of Blacks, and 56 % of Whites suid
“Yes™, When asked whether health care has gotten worse in the prior five years
prior, 39 % of Latines, 56 % of Blacks, and 38 % of Whites reported dissatis-
Faction [ 13,

Being overly oplimistic, and not considering or preparing for possible detri-
mental events could be severcly damaging 10 both the patient and hospital man-
agement. Characterizing and assessing the patient-centered quality of care

M. Suhinoglu (55)

Informatizs Institute, Cybersysiems and Informiation Sceurity. Anburn University
al Mantzomers(AUM), Montgomery, AL 36124, USA

camil; mabipogEaumedu

K, Wool

Cardivlogy. Central Alubans Veterans Health Care System, 21§ Perry Hill Road.
Montgomery, AL, USA

c-mail: drwooke @ yahoo com

S. C. Sub et al, (eds.), Applicd Cyber-Physical Systems, : 49
DO 10, 10789 78-14614-7336-7_13.
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Informatics Institute

Home » Departments » Informatics Institute » Master of Science in Cybersystems & Information Security »

» Programs & Degrees

Message from the Dean

Advising

>
¥ Departments

v

Biology

Informatics Institute

4

Master of Science jn Cybersystems &
Intormation Security

SDPS Transdisciplinary Conference

Informatics Institute

Master of Science in Cybersystems & Information Security

You understand a world that most people don’t even know exists: Security Informatics. Ask
the average guy on the street what “Applied Cryptologf is and you’ll get a blank stare. But for you,
it's good news because it's the title of a core class you’'ll be taking if you enroll in AUM Graduate
Studies for a master of science in cybersystems and information security.

This isn’t just some fancy-sounding IT degree like Y]ou could get anywhere else. This is elevated
instruction in an industry that in many ways runs the modern world. Companies depend on people like
you to keep their business intact. AUM makes sure those people remain on the cutting edge.

Click here for complete details about the program’s accreditation and other official

Justice & Public Safety
Mathematics
Military Sciences/ROTC

Physical Science

Yy ¥y v . v ¥

Political Science & Public
Administration

» Psychology

Online Programs & Degrees

Pre-professional programs

» Faculty Scholarship and
Research

» Undergraduate Research

Student internships

Sciences To Go! SOS
Speaker's Bureau

Sciences To Do! Activities for
Citizen Scientists

Student FAQs
Supporting the SOS mission
Dean's Office Contacts

Graduate Assistantships
Available for New and
Current Graduate Students in
Cybersystems and
Information Security!

Application Deadline EXTENDED:
July 31, 2013

documentation.

Upon graduation, a student in this program will be able to do the following with confidence:

Identify and respond to information security challenges in distributed and embedded
systems.

* Evaluate and recommend technological tools and protocols to protect against risks.
Integrate the use of encryption technology in non-secure and non-private computers and
systems.

Design and conduct research in the area of cybersystems and information security.

This master's degree will arm you with the skills to develop original, innovative technologies that
improve cybersystems security. You'll be ready to troubleshoot large-scale information networks and
distributed sxstems. And you'll know exactly how to mitigate system vulnerabilities and restore
compromised services.

Your program will include courses like:

* Network Security & Reliability-Quantitative Metrics
* Secure Software Systems

+ Computer Systems Modeling & Simulation

+ Financial Accounting/Integrated Business Concepts

Click here for the list of courses and more information on the curriculum.

Chances are, you've already discovered your interest and natural aptitude for this industry. AUM is
here to help you develop that skill to a professional level that surpasses even your own expectations.

So, if you're ready to expand your capabilities and increase your earning potential, apply to AUM
Graduate Studies M.S. in Cybersystems and Information Security. To learn more, contact us today.

Related careers/job titles: Homeland security, government and state agencies, private business,
armed forces, information technology.

Approximate program length: Two years

To learn more, call 334-244-3769 or email msahinog@aum.edu

Home » Departments » Informatics Institute » Accreditation and Official Documents »

Master of Science in
Cybersystems & Information
Security

SDPS Transdisciplinary
Conference

Informatics Institute

Frequently Asked Questions
about the CSIS Program and
Curriculum

Graduate Assistantships
Available for New and
Current Graduate Students in
Cybersystems and
Information Security!

Application Deadline EXTENDED:
July 21, 2013

Click here for complete details!

Accreditation, Foundational Documents, and Other Documentation

The Master of Science in Cybersystems and Information Security was the first of its kind in Alabama,
having been approved by the Alabama Commission on Higher Education in 2009 and the Southern
Association of Colleges and Schools in 2010. In 2011, the first students were enrolled.

See below for official documentation regarding the establishment, approval, and curriculum of the
program.

Notification from Mational Security Agency regarding NIEPT Certification

GSTF International Journal in Computing article detailing the process by which AUM's Cybersystems

and Information Security master's degree was developed and introduced.

scevce: IEETRR
s
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Master of Sciencein Cybersystems and Information Security Courses
Cybersystems & Information

Security
SDPS Transdisciplinary The Master of Science in Cybersystems and Information Security offers courses that provide you with
Conference the skills and knowledge to prepare for your career. Learn more about the curriculum and each course
Informatics Institute below.

i Master of Cybersystems and Information Security: Semester-by-Semester

Graduate Assistantships Curriculum Model
Available for New and
Current Graduate Students in
Cybersystems and

Information Security! Year 1 Fall Semester (9 credits)

CSIS 6003: Introduction to Computer Security - 3 credits

Application Deadline: CSIS 6003: Introduction to Computer Security
May 31, 2013

Click here for complete details! CSIS 6010: Data Communications and Computer Networks- 3 credits
CSIS 6010: Data Communications and Computer Networks

CSIS 6020: Distributed Systems - 3 credits

E(E.I..B_IJE,?E CSIS 6020 COMP 7330: Advanced Parallel and Distribution Computing with Many-Core GPGPU

annd bt Sacarity

Year 1 Spring Semester (9 credits)
CSIS 6013: Network Security and Reliability - Quantitative Metrics - 3 credits

CSIS 6013: Network Security and Reliability - Quantitative Metrics

Download the Cybersystems and
Information Security brochure

here,

CSIS 6033: Secure Software Systems - 3 credits
CSIS 6033: COMP 6700: Software Process

CSIS 6040: Applied Cryptelogy - 3 credits
CSIS 6040: Applied Cryptology

Year 2 Fall Semester (9 credits)
CSIS 6053: Information Security Management - 3 credits

CSIS 6053: Information Security Management

CSIS 6403: Computer Systems Modeling and Simulation - 3 credits
CSIS 6403: Computer Systems Modeling and Simulation

ACCT 6180: Financial Accounting Integrated Business Concepts - 3 credits
ACCT 6180: Financial Accounting Integrated Business Concepts

Year 2 Spring Semester (9 credits)
*Non-thesis option*

QMTD 6750: Operations Research - 3 credits
QMTD 6750: Operations Research

CSIS 6912- Supervised Practicum with Cyber-Industry Experience - 3 credits
CSIS 6912: Supervised Practicum - Cyber-Industry Experience

CSIS 6952- Security Policy Seminar: Healthcare, Finance or Government - 3 credits™=*
CSIS 6952: Security Policy Seminars - Healthcare, Finance, or Government
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Click here for the official
memo regarding the
certification from the National
Security Agency.

Degree Program

The Informatics Institute offers
the M.S. in Cybersystems and
Information Security. Click the
link to learn more about the
program.

For information on graduate
admissions, click here.

Sciences

Master of Scence in Cybersysiems
and Information Securty

Cybersystems & Information
Security Degree Brochure

Auburn University at
Montgomery is Alabama's first
program to offer a master's in
cybersystems and information
security to train future leaders
in the field of information and
network security. more

Internet Security Radio
Clips

April 16, 2013

AUM recently applied to the National Information Assurance
Education and Training Program (NIETP) of the National Securit
Agency for certification that the Cybersystems and Information
Security degree meets the organization's stringent standards.

The application was a success. Information Assurance
Courseware Evaluation (IACE) Program evaluators certified AUM
course-ware as meeting all of the elements of the Committee o1
National Security Systems (CNSS) National Training Standard f¢
information systems security professionals.

In June 2013, AUM will receive recognition and an official
certificate. The IACE Program provides consistency in training
and education for the information assurance skills that are critic
to our nation's security.

AUM's CSIS graduate program reached this milestone after only
two full academic years. In 2010, the program was first
accredited and, in 2011, its first students enrolled.

WSFA 12 Talk Appearance

Dr. Sahinoglu talks aboul
CSIS at the Eisenhower
Lecture Series

WSFA talks with Program
Director Dr. Sahinoglu and
instructor Joel Junker about
the Master of Science in
Cybersystems and Information
Security

_—TUTTE
[ NEW MASTER'S PROGRAM

Informatics Gets Donation

Informatics class at a panel
discussion at the Eisenhowe
National Security Lecture

Integrated Computer
Solutions, a Montgomery-
based information security and
technology consulting firm,
recently donated
approximately $70,000 in
cutting-edge computer
equipment to the Informatics
Institute to help further the

Series at AUM
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First CSIS student graduates at fall commencement

by Buffy Lockette | Dec 16, 2013

More than 340 students graduated from Auburn University at Montgomery during its fall commencement exercises on Saturday. Among those receiving degrees
was Erman E. Samelo, the university’s first graduate from its Master of Science in Cybersystems and Information Security program.

Samelo enrolled at Auburn Montgomery in 2011 upon retiring from the U.S. Air Force as superintendent of the Education Support Squadron
at the Spaatz Center for Officer Education at Maxwell Air Force Base. With 23 years of experience in information management, he decided
to embark on a second career in information security and turned to AUM for training.

“When | was still in the Air Force, my job was the one that implemented information security policies,” said Samelo. “The CSIS master's
program at AUM taught us why policy makers want those policies implemented. This was a challenging program and | know that the
knowledge | gained from it will help me in my next career. | woulddefinitely recommend it to others.”

Established in 2010, AUM's cybersystems and information security program is the first program of its kind in Alabama. It prepares students to become leaders in
the field of information and network security, offering instruction and research opportunities thatprovide graduates with the necessary knowledge and skills to
effectively assess, develop, and manage secure information networks and respond to newly developed threats

Students are prepared for careers in homeland security, government and state agencies, private businesses, and armed forces. The program is certified by the
Committee on National Security Systems, approved by the Alabama Commission on Higher Education, and accredited by the Southern Association of Colleges
and Schools.

Learn more about the program at www.aum.edulcsis or by contacting program director Mehmet Sahinoglu at 334-244-3769 or msahinog@aum.edu.

Samelo graduated during AUM's afternoon commencement ceremony at 2 p.m. on Saturday, along with graduates from the Schools of Sciences, Nursing, and

Liberal Arts. At 10 a.m., students from the School of Education and College of Business received degrees. Benedict Okeke, AUM microbiology professor, served
as keynote speaker.
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CUSTOMER NOTE: IF THIS BOOK IS ACCOMPANIED BY SOFTWARE, ~ M P U T I N ( ;
PLEASE READ THE FOLLOWING BEFORE OPENING THE PACKAGE. ‘ ” O
This software contains files to help you utilize the madels described in the

accompanying book. By opening the package, you are agreeing to be
bound by the following agreement;

This software product is protected by copyright and all rights are reserved by
the author and John Wiley & Sons, Inc. You are licensed to use this software
on a single computer. Copying the software to anather medium or format for
use on a single computer does not violate the U.S. Copyright Law. Copying
the software for any other purpose is a violation of the U.S. Copyright Law,

This software product is sold as is without warranty of any kind, either
express or implied, including but not limited to the implied warran-

ty of merchantability and fitness for a particular purpose. Neither

Wiley nor its dealers or distributors assumes any liability of any

alleged or actual damages arising from the use of or the inability

fo use this software. (Some states do not allow the exclusion of

implied warranties, so the exclusion may not apply to you.) WILEY
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@® Decoding | O ERBDC ) MESAT () SecurityMeter O Fiat O PG (O NB O Privacy () One Samplettest () Two Samplettest O Cloud ) Pedagogice
Code Name: Decoding

Code Title: Reverse engineering or decoding of the network diagram from the
encoding.

Ref. Book Chapter: Chap. & (Reliability Block Diagramming in Complex Systems),
Section 6 (New Polish Decoding Algorithm)

Brief Definition: The objective is to generate a reverse-coded reliability block

diagram from the given Polish notation and recreate the original topology generated by
the RBD compression algorithm. The platform used is Java. This diagram helps view
comolex nelwork paths from an inaress to an earess node. and it ultimatelv calculates the

AL
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() Decoding ® ERBDC = () MESAT O SecurityMeter (' Flat (PG (O NB () Privacy © One Samplet-test (O Two Samplet-test O Cloud () Pedagogical
ode Name: ERBDC
ode Title: Exact Reliability Block Diagramming Calculation
Ref. Book Chapter. Chap. 5 (Availability Modeling using the Sahinoglu Libby
Probability Distribution; Chap.6 (Reliability Block Diagramming in Simple and Complex
Embedded Systems.
Brief Definition: The objective is to generate RBDs to calculate ingress-egress, or
-t (source-target) reliability for simple and complex systems under directly coded and/or

tatistical failure-repair data using SL probability model in Chap. 5. It also petforms a
complete performance availability analvsis on 3 sinale node as explained in Section 5.6.
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File InternalData Generate Tools S &L States Weibull

| Properties | Direct Values |

Properties

UpDn#a |10 lc o002
Dn-Up#b 10 | Ksi |10

Cum.a(Xt) 1000 D (o1

Cum.b(Yt) 11111 Ea |10

4
[ Node Availability | Network Availability | Nethork ey i
Select Availability(r)  Unavailability(q) Reliability across Complex network is:
E O [oso09s5 | [0.109015 | R
* O |og07325 | [0.092675 | Full Unreliability is :
= O |0906655 | [0.093345 | 0.20021
Ls O osoooot | [0.099999 | Across 6 unique paths in 5 millseconds.
M O |osessoo | [0.101400 |
D O 0900000 | [0.100000 |
T 11000000 |  [0.000000 |
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Reliability Matrix by Compression

Reliability Matrix by Compression - with Derated
Single Path Reliability

Enumeration Reliability

Enumeration Reliability - with Derated

Overlap Reliability

Weibull Overlap Reliability
Source-Target Weibull LSE
Montecarlo Simulation
S & L Simulation

2
0.7000

0.7000

0.7000
3.2008

0.7000
3.2008

Network Reliability i

® Reliability across Complex network is:
0.4209

With Derated 1 Reliability :
0.37889

With Derated 2 Reliability :
0.0

With Derated 3 Reliability :
0.0

Full Unreliability is :
0.20021

Across 6 unique paths in 1 milliseconds.
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File Internal Data Generate Tools S &L States Weibull

Properties | Direct Values |

Properties-

Alpha 1.0
Beta 1.0

t 0.105
Incr 1
Accuracy 10E-9

Network Reliability

@ Number ofp;.\ts:Sﬂ

Alpha: 0.398542

Beta: 1.158943

Net Weibull with Links |

A Node Weibull
ity 0.900325 |
Variance 1.000293
Mean 0.999657
Mode 0.000000

|0.693147
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File Internal Data Generate Tools S &L States

Weibull
"Properties | Direct Values |
Properties
Alpha l1,D
Beta 1.0
t 0.105
Increment |1
Accuracy 10E-9
Network Reliability o)
Reliability across Complex network is:
0.75734
Full Unreliability is :
0.24266
Across 6 unique paths in 0 milliseconds.
|
I ERE O T T T T T T
File Internal Data Generate Tools S & L States VWeibull

@TWOTK 5% - STOE SUCCeSSes Our OF TUUUU.
Properties | Direct values |
FProper ties
Naelwork 90 : 8059 SUCCesses out of 10000.
Up-Dn #a ) | [o.02
Dn-Up #b |10 | s [1.0 Metwork 91 : 7128 successes out of 10000.
Cum.a(xXt) [1000 | o o1
. 11111 1
cum.boro | | e | Network 82 : 7933 Successes out of 10000,
Hetwork 93 : 7721 successes out of 10000.
HNelwork 94 : 7609 successes out of 10000.
a5 : 7697 out of 10000.
Hetwork 96 : 6464 successes out of 10000.
MNelwork 97 : 8335 SUuCCcesses out of 10000.
Node I = |
3 w Network 98 : 7861 successes out of 10000,

|[o.eso0sas |[o.10901s

-
]
[o.so7225 | [o.092875
[o.so8855 | [o.0933a5

]

|

|

|

]
J
J
]
J
[o.z00000 |
]

Ls < [o-200001 [0.099999
MmO [o-sess00 [o.101400
o =) [o.-7oo000

T [1.000000 [o.cocoo0

NHetwork 99 : 7429 successes out of 10000.

Hetwork 100 : 7544 successes out of 10000.

Final Network : 0.7 76366 successes out of 1000000.

HETWORK RELIABILITY = 0.7 76366
HETWORK UNRELIABILITY = 0.223634.

Each of the 100 networks simulated 10000 time in 173.61 Seconds.

Monte Carlo Simulation Description
Ingress Node : 1

Egress Node : 7 Final Result: 7989 successes out of 10000.
NETWORK RELIABILITY =0.7989 NETWORK UNRELIABILITY =0.2011. Total Runs

110000 in 0.012 Seconds.
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Node Statistics

Node Graph

Pulti Node Graph
Network Availability Graph
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Recalculate Node Weibulls
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Recalculate Link SL Values
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FIGURE 4| A sample lllustration of feasible transitions
from Figure 3 implementad to subsections of Three-State State
Sahinogiu Probabiiity Model of Praduction Units {(Monte
Cario Simulation).
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) Decoding (0 ERBDC @® MESAT | O SecurityMeter O Flat O PG O NB
ICode Name: MESAT-1 and MESAT-2

ICode Title: Math-Statistical Extended Stopping-Rule Algorithm for
Testing (for effort-discrete and time-continuous data respectively).

Ref. Book Chapter: Chap.4 : Stopping Rules in Software Reliability
and Security Testing. Sections 4.1 and 4.3.

Brief Definition: The MESAT software calculates a rule for stopping the

‘resting activity of failure/altack in software/security testing, as contrary to

exhaustive testing, given the input parameters including the costvalues,
both for effort-based (time-indeoendent or discrete) and time-continuous.

() Privacy () One Sample t-test () Two Sample t-test ) Cloud () Pedagogical

ile DRData FORT Data TData WD Data

MESAT - 1 Version: 2.3 26 Oct 2006

Alpha 8
Beta 2
Difference of Theta (Theta upper - Theta lower) :1
Value of d .02
Value of k(0) 12
Coverage Criterion ,..8
Number of Coverages ".53
Minimum number of Test Cases 0

BudgetS |p c: Cost of a test case: '100
b: Cost per - error corrected pre - release (before): '200
a: Cost per - error corrected post - release (after): '1000

[] Apply variable cost C, B and A coefficients to data sets.

MESAT-2 |  Goodness of F

Calculate I Alpha |0.05

Clear Output| Clear Data OMFH‘

1 6 6 -
N R & W
3 6 19 =
- 0 19
5 0 19 =i
6 0 19

@ Do you wish to enter data testcase by testcase?

J(

p
MESAT - 1

[ Yes No I

17 0 23
18 0 23
19 0 2
20 0 3
21 1 2
2 0
2 0
24 0 24
25 0 2
% 0 2 i
27 n 24
< 3

Display all test cases Cost Analysis Display Graph [7] Multi - Strategy Testing

90 0.16667 0.05124 0 43 2.486 0.00 68.25 s$17600.0 $-5000.0 N/A
91 0.16484 0.05067 0 43 2.46 0.00 68.25 §17700.0 $-5100.0 N/A
a2 0.16304 0.05012 0 43 2.434 0.00 68.25 $17800.0 $-5200.0 N/RA
a3 0.16129 0.04957 0 43 2.409 0.00 68.25 §17900.0 $-5300.0 N/2a
94 0.17021 0.05015 8 51 2.818 0.409 80.95 $19600.0 $1000.0 N/A
95 0.16842 0.049%62 0 % | 2.789 0.00 80.95 $19700.0 $900.0 N/A
Stop at X(95) = 351.0

Coverage = 80

.95238095238095 %
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Fercent Savings

53
50
57
54
50 Stopping at 51.0 81% Strategy 1 80.95% $500
a7
Foooaa
R B6.67% 3-2000
\ 38 58.73% $-5000
38
Loy 50.79% $-9100
U g 46.03% $11300
R 25
e = 0.51% 513500
T 30.16% 515500
16
13 20,63% $-20200
T
s H 252% $-26700
3

10 15 20 25 30 35 40 45 S0 55 BO 65 70 75 80 85 90 95 1001051107115 120125 130 135 140 145 150 155 160 165 170 175 180 185 190 195 200

Test Cases

) Decoding ) ERBDC @ MESAT O Security A O Security B O Flat O PG ) NB ) Privacy ) One Sample t-test () Two Sample t-test O Cloud O RiskQuantifier

>ode Name: MESAT-1 and MESAT-2

>ode Title: Math-Statistical Extended Stopping-Rule Algorithm for
“esting (for effort-discrete and time-continuous data respectively).

ind Security Testing. Sections 4.1 and 4.3,

irief Definition: The MESAT soflware calculates a rule for stopping the
esting activity of failure/altack in software/s ecurity testing, as contrary to
haustive testing, given the input parameters including the costvalues,
1oth for effort-based (time-independent or discrete) and time-continuous

Choose a program

MESAT-2] [ Cancel |

tef. Book Chapter: Chap.4 : Stopping Rules in Soflware Reliability [R&I
i

‘of Input and Output data, see Readme File.

&w
e DRData FORTData T Data WD Data

15 615 5558 -
20 589 6147
21 156162

22 390 6552
23 1863 8415
24 1337 9752
25 4508 14260
26 834 15094
27 3400 18494
28 6 18500 —
29 4561 23061 N
30 3186 26247
31 10571 36318
2 563 37381

33 2770 40151 -
34 625 40776
35 5593 46369
36 11696 58065
37 6724 64789
38 2546 67335 ~—

<) Discrete

Open Files Menu Clear Data Clear Results MESAT - 1

e = 0.002500

[Stop at fault= 22

F ault coverage = 57.89%
[Time coverage=11.81%

|y

Cost analysis:

[Total faults: tf= 38

[Total cycles: tt= 67335

Stop fault sf= 22

IStop cycle: st= 6552

Remaining faults: M=16

[Remaining cycles: = 60783

Cost of correcting all faults (exhaustive): 711 .35
a*df<b*rf+c™rt?
500*16<1.00*16 + 0.01 *60783 ?
20.00 < 623.83 7

20.00 < 623.83

Savings using stopping rule: 543.83

[End of analysis
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) Decoding () ERBDC () MESAT @ SecurityMeter (O Flat (O PG (O NB O Privacy  One Sample t-test ) Two Sample t-test ) Cloud ) Pedagogical
Code Name: Security New Architecture
(Code Title: Security Risk Assessment.

Ref. Book Chapter. Chap. 3 (Quantitative Modeling for Security Risk Assessment),
Sections 3.1,3.2,3.3,and 3.4.

Brief Definition: The software calculates the security risk in three different setings:
1)Direct, 2)Sample and 3)Simulation

For Input and Output dala, see Readme File.

Execute | Exit |

Number of Vulnerabilities |3 | v
() Direct ) Sample @ Sim Input the info for 3 vulnerabilities.

Number of trials (5000 C]Lcm

Name of Vulnerability Lower Upper Threats

1 o34 [fozs [a |~]
2 2 [fo2s [Ho27 |3 |+]
33 | 3 [+]
Submit Vulnerabilities Close
3
VB low up vb | Threat lowt upt | threat low cm up cm Icm Res-Risk PostRisk Postvb >

W 03 036 [0350000  pixt 047 (049 [0480000  [0690000  J0.710000  [0.300000  [0.050400  [0.19
e 015 047 (0160000 0410000 0430000 (0560000  [0.03480  [0.12
M1 031 033 0320000 090000 0980000  0.030000  [0003360  |0.01
MM o0 (008 0040000 0790000 010000 0200000  [0.002800  J0.01 10341883

v 025 p27 0260000 w2t 021 023 [0220000 0340000  (0.360000 (0650000  [0037180  [0.14
V2 001 (003 0020000  [0340000  |0.360000  |060000  [000330  |0.01
1% 0.0 10 loteooo0  lossoooo  Jos7ooon  [ooso000  joooren4 003 0.186091
B 0o 078 0390000 H 031 033 [0320000 0710000 0730000 0280000 0034344 013
we 058 06 0590000 0690000  [0.710000  |0.300000  |0.069030  |0.27
313 0.0 018 0090000 0450000 (0470000 (0540000  [0.0189%54  [0.07 047206 |
Message 8
Criticality 1.00 ® 10000 Trials
Capital Cost $1000.00 Crificalty = 1.00
Res-Risk * Criticality 0260432 Capital Cost = $1000.00
Total Res-Risk 0.260432 Expected Cost of loss = $260.42
Expected Costof Loss $260.43 Total ime = 0.03 Seconds
Total Residual Risk (M) = 0.2604222501376229
Total Residual Risk (V) = 8.926709952198983€-6
Total Residual Risk (S) = 0.002987760022525066
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. Number of Vulnerabllltles 3

Input 4 threat(s) for

= vulnerability vi. Reset!
I
___Name of Threat Crashes Saves
1 vit1 |2 a8
2 [v1.12 B 82
3 ;.1 13 |2 98
4 [v1ta 3 82
Submit Threats Show where you are in Security Meter Close |
csmmve-¥zo) N O EE WS RS R e .
| Number of Vulnerabilities 3 =
- Iinput 3 threat(s) for
vulnerability v2. Reset!
|
Name of Threat (;.rashes Saves
1 |v=.t1 2 | ER
2 [v2r2 3 (a2
3 [va213 2 [as
Submit Threats Show where you are in Security Meter Close
TEemve-yzel TEE TR T R O O . e
Number of Vulnerabiliues;? _ >
- Input 3 threat(s) for
vulnerability v3. Reset!
- Hame of Threat Crashes . Saves
1 [va.t1 2 EE
2 [va12 3 [s2
3 (w33 2 ag
k Submit Threats | . Show where you are in Security Meter | Close
Total Altacks VB Aftacks % crashes saves Threat events % | crashes Saves Risk PostRisk Postvd >
940 al 370 39.36 |10 360 B 100.0 027 2.0 98.0 0.002128 0.08
vit2 85.0 0.23 3.0 820 0.0031%1 0.12
vit3 100.0 027 2.0 98.0 0.002128 0.08
vitd 85.0 023 3.0 82.0 0.003191 0.12 0.416667 !
_»'2 285 .30 32 .? ‘2?3 ".-2 t1 100.0 ‘ﬂ 3 .2 0 ‘S‘B 0 0.002128 _0 08
V212 85.0 0.30 _3 0 82.0 _0 003191 _0 12 |
| | | | V213 100.0 0.35 :2 0 96.0 _0 002128 0.08 _t] 291667
_v] _2&5 _30 32 _? 218 vitl 100.0 0.35 _2 0 98.0 _0 002128 _(] 08
vit2 85.0 030 3.0 82.0 _0 003191 012 [
vitd 100.0 0.35 20 98.0 0.002128 0.08 0.291667
Criticality 100 Updzte Total Attacks =X
Capital Cost 100000 i - 1
Res-Risk™ Criticality 0.025532 E Input the new number of Attacks
Total Res-Risk 0.025532 “Calc
Calculate Risk =
Expected Costof Loss $25.53 —————— Note: This number may change slightly due to rounding
1000
[ ok || cance
Optimize \
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Number of Vulnerabilities|3 v

Direct () Sample  Sim @ Survey (. RiskQuantifier Survey Tool.

Select a survey:
v Load

Start

Add Edit Delete XML

Close

-

" EE W E e

Number of Vulnerabilities |3

Direct Sample Sim @ Survey

Select a survey:

v Load Add
Cloud Client Risk a
Cloud Risk
Eco-Risk
EcoRiskNew
eVoting Survey

Health-Care Cyber Risk
Mining SafetyRisk
National Cybersecurity|

Survey Tool.

Edit Delete XML

Close
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142

Wi, Tl M8 LOURes RSCCHBLOHResRit Chge | ot UnCut | Fi o T
0.550000 0.049760 0.000000 0000000 ‘Energy Facities" fiom 45.00% o 100 00% for an improvement of £6,00%. -
0500000 0.550000 1000000 0450000 (56203 Icrease tne CM capacty fo theeat “Control Facites" for the vnerablty of
0430000 0.04071210.000000 0000000 "Energy Facites"fom 55.00% o 100.00% foran improvement of 45 00%. r
(232517 0.527508|0 540000 1000000 0450000 f$6203 Icrease tne Chl capacty fo threat Domain Name Senvers"for the winerabilty of
0450000 0.055196 0.000000 0000000 Intemet" fom 56.00% to 100.00% fo am improvement of45.00%, B
0.219256/0 300000 0300000
0.700000 0.035687 0.700000 0035667
0263236 0.375000 (K7 Y 17 Increase tne CM capacty fo theeat “Viuses forthe vanerabiy of
0626000 0.036801 0.073176 0004309 Intemet" o 37 50% to 92.60% for an impvovement o 5. 16%.
0261906 0.333333 0.600000 1000000 0400000 6.5 Increase the CM capacily fo threat "Physical Network'forthe werabity of
0400000 0.037587 0.000000 (000000 "Financia Net" from 60.00% to 100.00% for an improvement o 40.00%
0.666667 |0.600000 0999974 0309974 6.4 Icrease tne CM capacty for threat "Povier Supply”forthe wlnerabiity of
0.400000 0.075175 0.000026 0000005 "Financil Nt fom 60.00% to 100.00% for an improvement of 40.00%.
034633 0583333 0 550000 1.000000 0450000 §62.03 Increase the CHlcapacity for theat ‘Inspection and Testing Faciies” for the nerably ..
0450000 007995 0000000 0.000000 Water Supply/Food Chain’ fom 25.00% fo 100.00% for an improvement ofd5.00%.
0 416667 |0 550000 1000000 0450000 §8203 Increase the C capacty for threat Physical Access” for the winerabilty of
0430000 0.067119 0.000000 0000000 "Water SupplyFood Chain" fom 55,00% to 100.00% for an imrovement of 5. 00%.
Total Change Total Cost Break Even Cost[Total Final Cost
1% B0 §116 v
Gy 10 TR OGO W oo L Comelily |
CpllCst MO0 Peremae SO0 hreae AN | CoaefiCst
Tt heatCots s 0401 LT r—
£l $466.00 L 4000 [ o ]
EELDella §428.00 :
 VewDrelhdice |
| Showwhereouaren SecuryNeter | T
' PritAdice TireatCl Sections |
Dot AN TveatC Selctins |
| lodae S Quesions |



Number of Vulnerabilities 3 v|

) Direct () Sample O Sim O Survey @ RiskQuantifier Input the info for 3 vulnerabilities.

Close
Zode Name: Risk Quantifier - An example application to find total risk and cost
for purely qualitative or purely quantitative or hybrid vulenrability and threat inputs.
Help section has detailed information.
|4 Risk Quantifier v2 |- S
Main Menu
(JcM Criticalit, 0.5 Total Cost: 10000
Vulnerability Vuln. Risk Threat Threat Risk LCM Residual Risk Post % PostV. Cont Overhaul
vi 0.6 t1 05 01 0.03 0.050847 0.457627 A
2 05 08 024 0.40678
v2 0.4 13 0.6 0.8 0.192 0.325424 0.542373 !
4 04 0.8 0.128 0.216949

| AddRows | | ClearAll | | ClearMatrix | | Defaults | | Define Qualitative Altrs. | [ Calculate J

Total Residual Risk: 0.59 Final Risk: 0.295

Percentage Risk: 59 Expected Cost of Loss: 2,950

J Decoding (0 ERBOC () MESAT () SecurityMeter C)Flat (OPG  CJNB () Privacy () One Sampletdest () Two Sample ttest @ Cloud () Pedagogical
>0de Name: Cloud System

See Readme File.

Execute | Ext ’

A B
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File Simulation Graphs Print Help
Producers: System Load rs NB P =
Group: 1 || submit Oc Loaa [ Crews 348 | ® q | sossi
Components: ;| SepTTEREs Add Loads Total Cycles (TC) 8760 O Power  ( M[_ 25128 |
Product Value: | 1 reen Add to Range 1000 | O Cyber O mixed || ®a  OE
Weibull Shape: 1 @ Exp Dist @ variable Load Delete Range L : [0.0000001] O Uup ® Down
Failure Rate: 01 © Wei Dist 1.0 | Mujtiply Range Mu0; [0.0000001 Values
RepairRate:| 02 | Startup Failure 0.0000001| Modity Range T T T Graph
Startup Delay o | ) Density
Capacity value: 22 [~| B732 12024.0000 =
8733 11816.0000
[Group: 21 8734 11432.0000
Components: 13 18735 11187.0000
Weibull Shape: 1.0 8736 10745.0000
Failure Rate: 0.0061 8737 9483.0000
Repair Rate: 0.0122 8738 8923.0000
Capacily value: 15 8738 8416.0000
8740 8238.0000
iGroup: 22 Bra1 8145 0000
Components: 40 8742 8167.0000
Weibull Shape: 1.0 8743 8298.0000
Failure Rate: 0.0070 8744 7965.0000
Repair Rate: 0.0238 {8745 8344.0000
Capacity value: 33 8746 8923.0000
8747 9408 0000
[Group: 23 [gra8 9674.0000
Components: 13 8749 9408.0000
Woeibull Shape: 1.0 {8750 9314 0000
Failure Rate: 0.0070 8751 9313.0000
Repair Rate: 0.0238 8752 8981.0000
Capacity value: 22 8753 9469.0000
8754 10874.0000
Group: 24 {8755 10507.0000
Components: 131 | | 8756 9976.0000
Weibull Shape: 1.0 8757 9581.0000
Failure Rate: 0.0043 8758 9178.0000
Repair Rate: 0023 =| [B8759 9014 0000
Capacity value: 2 8760 8783.0000
_| [TotalLoad:
.~ [85231880 0000

Produced an average of 7363 out of 8760 cycles,
resulting in an average of 14726 production units.

INot produced 1397 out of 8760 cycles.
Average cycles not produced due to repair: 1396
Average cycles not produced due to wait 0.
Average cycles not produced due to startup faliure: 0
(availability: 0.8405
Unavailability: 0.1595
[Failure rate: 0.0043
Repair rate: 0.0230

System Summary

Total EPU(Expected Produced Units):
127120828

Total ENPU(Expected Not-Produced Units).
56401172

Total Installed Maximum Produced (IMPU):
183522000

Total Demand Consumption Units (TOCU).
85231880.0000

[TDCU + ESPU-EUPU =? EPU
127120828 =7 127120828

4

javerage Duration of load surpluses: s = 43.1123
Frequency of load surpluses: n = 192

{Standard Deviation = 110.91075108

[Total cycles of Load Surplus Expected: LSE=n* 5 = 8277
lLoad Surplus Probability: LSP = LSETC = 0.9449
Expected Surplus Production Units: ESPU = 42512435
[Total cycles without surplus or deficiency (ties): 0

q2: 236.6830
theta2: 0.9958
alphaz: 0.1829

B \Average Duration of load deficiencies: d = 2.5128

Frequency of load deficiencies: f= 192

|| [Standard Deviation = 110.86176171

Total cycles of Loss Of Load Expected: LOLE =1* d = 482
Loss of load probability: LOLP = LOLE/TC = 0.0551
Expected Unserved Production Units: EUPU = 623487
[Total cycles without surplus or deficiency (ties): 0

q1: 5.0881
hetal: 0.8035
alphat: 0.6147
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fly) Fy) Sy i f(x) Fix) S(x)
fAvg. Up Density Cum. Survival {Avg. Down Density Cum. Survival
{Duration Density Duration Density
[Cycles Cycles
1 0.1822 0.1822 0.8178 1 04939 04939 05081
2 0.0007 02728 07272 2 01984 08923 03077
B 0.0602 03330 0.6670 3 0.1063 07985 02015
4 0.0450 0.3780 0.6220 4 00640 08626 0.1374
5 0.0358 0.4138 05862 5 0.0412 09037 0.0963
8 0.0297 04436 05564 6 00276 09313 0.0687
7 0.0254 04689 05311 7 00190 09503 0.0497
3 0.0221 04910 05090 B3 00133 09636 00364
9 0.0196 05106 04894 9 00035 09731 00269
10 00175 05281 04719 10 00069 09800 00200
11 0.0159 05440 04560 11 00050 09851 00149
12 0.0145 05585 04415 12 00037 09888 00112
13 0.0133 05718 04282 v 13 00027 09915 00085

File Simulation Graphs Print Help
rProd System Load 5 13 P ters rNB Parameters——
Group: 1 [ submit | © Constant Load Mai Crews 348 | ® st d ® Exp g | 50831
c 1 S e tha Add Loads Total Cycles (TC) 8760 ) Power weibull || M| 25128
ProductValue:| 1 || Delete | Add 1o Range, imulati 1000 | Ocyber O Mixed ®d OE
Weibull Shape:| 1 | ® Exp Dist ® Variable Load Delete Range Lamda0: [0.0000001 OUup @ Down
FailureRate:| 01 | WeiDist || Multiplier: 10 | Multiply Range Mu0: [0.0000001 Values
i . i Modify Range Gra
Repair Rate .02 Startup Failure 0.0000001 Thne: ohr 3min 163 ph
Startup Delay 0 Density |
vl | Fy) I sl ] [Zi |x{ i [ | Fix). I st ] Q
iIComponent: 131 Capacity. 2 2] A ||

4]



Decoding ERBDC MESAT SecurityMeter Flat PG NB  (® Privacy One Sample t-test Two Sample t-test Cloud Pedagogical
Code Name: Privacy
Code Title: Statistical Estimation of Lack of Privacy

Ref. Book Chapter: Chap. 3 (Quantitative Modeling for Security Risk Assessment),

Execute ﬂ

=: [ Privacy Calcula ]
Q Value M Value 1 14 14
2 32 as
ECENCE > 28 7s
= 25 o9
S 19 118
Benefit (Dollars) Total Expenses Profit & >4 142
I 1 1 m— - 1 NB wval 7 15 157
[100000.00 | awes s 12 1ee
o 14 183
Run PG | PG Density Graphl PG Graph |
Run NB I NB Density Graphl NB Graph |
Clear Output | Ciear Data | Process |
PG Values
treco I -

survverco N Sore o

Decoding () ERBDC () MESAT

SecurityMeter ® Flat (PG (JNB (J Privacy [ One Samplet-test (.’ Two Samplet-test () Cloud ) Pedagogical
Code Name: FLAT (Comparison of Predictive Accuracies using Flat priors)

Code Title: Comparison of Predictive ARE (Average Relative Error) or SRE of
computing Software Reliability models using Flat (non-informative) prior functions

Execute | Ext
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rModel 1 Larger Mean Larger Mean Var Data
[cPmLe | [o.004 0.000361 Embeadea |
mModel 2 Smaller Mean Smaller Mean Var vVariable Type
[ePrnLR | [oo7 [o.co0=258 [amE |
Run Flat| | I Graph I | Save Resulls I | Clear Output J i Close

Flat Results

P(Larger=Smaller+~gamma)="7 for ARE ( CPMLE) vs ARE ( CPNLR )
Model 1 = CPMLE. Model 2 = CPNLR: Larger Mean = 0.094, Smaller Mean = 0.07:
Larger MeanVar = 2. 61E-4, Smaller MeanVar = 2.56E-4; DataSet = Embedded.

Numerator = 0.0240000 Denominator = 0.0248395 Delta = 0.9662036

Bayes comparison prob =
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayves comparison prob
Bayes comparison prob
Bayes comparison prob
Bayves comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob
Bayes comparison prob

8045S00E-1 for the gama constant = 0.00
S78095E-1 for the gama constan 0.05
3ST1133E-1 for the gama constant 0.70
089973E-1 for the gama constant 0.15
86545S3E-1 for the gama constant = 0.20
622507 E-1 for the gama constant 0.25
382765E-1 for the gama constant = 0.30
124116E-1 for the gama constant = 0.25
8683240E-1 for the gama constant 0.40
524774E-1 for the gama constan 0.45
2575S85E-1 for the gama constant 0.50
130213E-1 for the gama constant 0.55
832397E-1 for the gama constant 0.60
569166E-1 for the gama constant 0.65
273548E-1 for the gama constant 070
067930E-1 for the gama 075
758886E-1 for the gama o.80
550226E-1 for the gama 0.85
256039E-1 for the gama 0.90
981953E-1 for the gama constant 0.95
681183E-1 fTor the gama constant 100

Noninformative Probahilities

NROUEARAAANONOOOONNNY

L4 =r=o>»0 g

: : L L L L
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

() Decoding ) ERBDC ) MESAT () SecurityMeter () Flat (PG (ONB (O Privacy (O One Sample t-test () Two Sample t-test O Cloud @ Pedagogical

Code Name: Pedagogical - An example application to aid verify the hand calculations for some
equations in Trustworthy Computing: Analytical & Quantitative Engineering Evaluation

Execute | Ext |
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Main Menu . Rsthy(() = (1 - RssADexp(-2A)
P1: Commeoen Mode Failure - 2-unit Active Parallel
P2 Load Sharing Reliability - 2Z-unit Active Parallel
P3: 2Z-unit Standby Redundancy

P4: n-unit Standby Redundancy

PS5S: Series Systerm Reliability

PG Parallel System Reliability Time -1
P6a: Simple Active Parallel System
P7: Series-In-Parallel Reliability
P8:. Parallel-In-Series Reliability
P9: Reliability, Unreliability, MTTF
P10 VwWarranty Reliability - Rss: ™
P11: Mean, Variance, Mode, Median, Reliability
P12 Software Testing Stopping Rule 1

P13 Software Testing Stopping Rule 2

P14 Cost Profit Analysis - Discrete Time

P15: Emprical Bayesian Stopping Rule Units -n: [
FP15. Emprical Bayesian Stopping Time Rule

P17: Cost Profit Analysis - Continuous Time

P18 Weighted Squared-Error Loss Function (q~, r)
P19: Weighted Squared-Error Loss Function (g~*. r*=)

Lambda - A 0.01

10

0000000000000000000000000C

P20 Maximum Likelihood Estimate (q~~ (-s). r= (-3 S | 0-595321

P21: MultiState Systerm Reliability - Simple Series

P22 MultiState Systerm Reliability - Simple Parallel

P23 MultiState Systermn Reliability - Series-In-Parallel

FP24. MultiState Systerm Reliability - Parallel-In-Series =

P25 MultiState Systerm Reliability - Combined System | <iear | l Compute ] | <lese |

Wiley Text“Trustworthy Computing” p. 73, Exercise 1.5(d) The warranty time to reach operational reliability= .95

Warran

Menu R = exp(-At)

|
|
1
A
|

P1: Commeon Mode Failure - 2-unit Active Paralls
P2: Load Sharina Reliability - 2-unit Active Parallel Distribution: Exponenti =
P3: 2-unit Standby Redundancy
Reliability-R: [ g5 I
P3: Parallel-in-Series Reliability =
P9: Reliability. Unreliability, MTTE Lambda-X |g goso2s
=) P10: Warranty
P11: Mean. Variance, Mode. Median. Reliability

Sofiware Testing Stopping Rule 1

Sofiware Testing Stoppinag Rule 2

Cost Profit Analysis - Discrete Time

Emprical Bayesian Stopping Rule

Emprical Bavesian Stopping Time Rule

Cost Profit Analysis - Continuous Time

: Weighted Squared-Error Loss Function (qQ™. r*)

: Weighted Squared-Error Loss Function (g**. r=)
Maximum Likelihood Estimate (g** (I-s). r* (I-s) Warranty - t 10.207621
: MultiState System Reliability - Simple Series 2
: MultiState System Reliability - Simple Paraliel

: MultiState System Reliability - Series-In-Parallel

: MultiState System Reliability - Parallel-Iin-Series ]
P25 MultiState System Reliability - Combined System | ctear | [ EEERRARE e ] | _close |

P12
P13
P14
P15
P16
P17
P18
P19
P20:
P21

177
NN
BWN

AR RARAARRAAGA " AAAAARARAS
AAAAAAAAAAAAAAAAANAAAAAAANAA

Wiley Text “Trustworthy Computing” p. 280, Fig. 6.26 Power Plant with 4 Turbines with Derated Outages

te S,

Main Menu

P1: Common Mcn:ie Failure - 2—unl:t Active Parallel
P2: Load Sharing Reliability - 2-unit Active Parallel
P3: 2-unit Standby Redundancy

P4: n-unit Standby Redundancy

P5: Series System Reliability

PG: Parallel System Reliability

P&a: Simple Aclive Parallel System

P7: Series-In-Parallel Reliability

P8: Parallel-in-Series Reliability

P9: Reliability, Unreliability. MTTF

P10: Warranty

P11: Mean, Variance, Mode, Median, Reliability

P12: Software Testing Stopping Rule 1

P13: Software Testing Stopping Rule 2

P14: Cost Profit Analysis - Discrete Time

P15: Emprical Bayesian Stopping Rule

P16: Emprical Bayesian Stopping Time Rule

P17: Cost Profit Analysis - Continuous Time

P18: Weighted Squared-Error Loss Function (g*, r*)
P19: Weighted Squared-Error Loss Function (g™, r~=}
P20: Maximum Likelihood Estimate (g** (I-s). r* (I-s)
P21: MultiState System Reliability - Simple Series
P22: MultiState System Reliability - Simple Parallel
P23 MultiState System Relia ity - Series-In-Parallel
P24: MultiState System Reliability - Parallel-In-Series
P25: MultiState System Reliability - Combined System

Number of Turbines: 4

Node values :  0.4.0.2,0.15.0.1.0.05
Ingress: 1
Egress: 0.4,0.3,0.15,0.1,0.05

Rsys(1) = 0.24816
Rsys(2) = 0.34617
Rsys(3) = 0.15524
Rsys(il)  Rsys(4) = 0100424
Rsys(5) = 0.0500086

©000000000000000C0000000000
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TORKIYE CUMHURIYET! REPUBLIC OF TURKEY

RTA DOGU TEKNIK UNIVERSITES MIDDLE EAST TECHNICAL UNVERSTY

ANKARA ANKARA
Melmel Sahinogl Mhehmet Sahinoglu
MOHENDISLI HAVING SATISACTORILY COMPLETED ALL REGUIREMENTS OF
FAKOLIES| THE DEPARTMENT CF
NG /
ELEKTRIK ELECTRICAL ENGINEERING
INONDE CEREKLI CALISHALARI BAGAR! ILE TAMANLAYARAK
CAUHALARIBASARI L TAN IN THE FACULTY OF
P ENGINEERING
ELEKTRIK MUHENDISI
ON JUNF 20, 10}
HAS BEEN AWARDED THE DEGREE OF
DERECESINI

BACHELOR OF SCIENCE IN ELECTRICAL ENGINEERING

WITH ALL THE PRIVILEGES CONNECTED THEREUNTO
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ALMAYA TiAK KAZANMISTIR
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THE UNIVERSITI CF MANCHISTER

HINATTON RASULTS

DSHWL

‘he following result is published subject to confirmation by Senate:

DECREE OF M.Sc.
(PACULTY O TZCITIOLOGY)

the following have satisfied the Examiners:

By Examination and Dissertation

\bang Abdullas,B.A.A.
\damg, O.H.J.
\drangl, Bahman
“lexandratos, Anastasios
\l-S8affar, A.H.

Alvi, M. A.

Amin, N,R.

Appleby, T.H.
\rfaei-lialekzadeh, Fazlolah
Aronov, Mild

&we’ A-A‘

Awouda, IM.E.H.
Bailey, Ruth (nee Mansfield)
Bﬂlﬂ.r&lm, C.H.
Belazi, Maria C.D.
Bermudez, JeF.
Bevilacqua, GeLe
Birk, GeSe

Bridges, C.bs
Butler, H.J.

Cannzs, Ioannis
Cantu, Geli.
Cayko]rlu, E«Ss
Child, P.A.

Chin, Yit keng
Clarke, Margaret E. (H.rs.)
Coates, B.J.

001133’ JHe

Coombs, Ted.

Correa, Lorman

Das, U.K.

Depledge, P.G.
Dever, Madeline R.
Din, Sunan

Dines, Steven
Edwards, H.J.
Elamin, I.M.

Eldem, Suleyman
Ercil, M.T.

Farrell, H.D.
Fatheldin, ILT.
Fazlollahi, Khalil
Fiorotto, Valerio
Fox' “.F-

Fu, Shu-Leung

Gad, Fatma K. (Mrs.)

Garcia Cuirola, O.d.
Gates, P.Le
Goorg&kakis, JeGe
Ghaeni, Amir-Hossien
Hamilton, D.Je
Harper, J.N.
Hawcroft, L.J.

Hill, Linda M.
Fladky, Karel
Joamnou, Dimitrios
Jackson, P.M.
Johnston, Ali
Kemara, D.L.B.
Khachik, Fredrick
Kirkbright, J.D.
Xoussiouris, Trifon
Ladeinde, 0.0,
Ladopoulos, Eugenios
Lambert, P.i.
Leivers, M.F,
Lopvardeas, Hichael
Lopez, R.E.

Lyth, Kevin

Meads, G.D.
Mehmetoglu, M.T.
Meijer, P.J.H.
lMohammadi-Yazdi, Reza
Nastas, A.J.
Noriega, (arlos
Oates, C.D.M.
Ogl.mdipe, C.0.E.
Oyedara, A.T.

Paiva, E.D. de A.
Pa.k'i, Davood

Pal’ A-Ko

Palmer, Keith
Polenas, W.S.
Powell, Lynn
Pradhan, P.R.
Quieta, J.C.
Quintas, A.M.L. Da R.
Qureshi, ladeem
Rabie, A.R.IM
Rajagopal, Krisnnamurthy
Ramezani, Parvin
Rashid, H.U.
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Reyes, J.A.
Roberts, Christopher
Ronen, Meir

sachi, liojtaba
Sahinozlu, Mehet
Salih, S.E.4.
Scialom, Isaac
Senior, H.3.

Serro, C.A.J. 5
Sivalingan, Sinnathurai
Soloron, Isaac
Sreedhar, Rajiv
Stampella, R.G.
Stanistreet, K.C.P.
Streets, David
Taiwo, Olrafemi
Takieddine, F.N.
Talleh, W.S.

Tan, Alex

Tariq, W,H.

Taylor, T.J. __
Thompson, C.B.
Tomlinson, G.J.
Taui, K.C.

Turner, WeH.D.
Uadexkill, G.J.
Underwood, T«Ce
Ungshart, Jele
v&ldya y Aeile
Valtis—Spanopoulos, Wicholas
Vovos, liickolas
Vulijscher, S.0.
Wan=Abdullah, BaAie
watson, AsRe
'i-'cerapperun‘a, DaGeKeEa
Westzll, FasA.

Whalley, Jonn

Wilson, Ronald
Winterbottom, M.A.

Wong, Siu-Hin

Wong, W.H.P.

Yao, X.T.

Tip, C.We.

Yung, K.M.
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TEXAS A&M UNIVERSITY
COLLEGE STATION, TEXAS

ald CODE‘?7B43
Office of
Dean oF THE GRADUATE COLLECE
(713) 845-3631 December 11, 1981

Dr. Mehmet Sahinoglu
402-A Second Street
College Station, TX 77840

pear Dr. Sahinoglu:

Tt is a pleasure to be one of the first to address you
as "Doctor" in recognition of the degree conferred upon you
on December 11, 1981, by Texas A&M University. Certainly no
one knows better than you and your immediate family the
personal sacrifices, the long hours of study, and the devotion
to scholarly research that the earning of a doctorate requires.
1 congratulate you upon your achievement, for the doctorate
still represents the highest earned degree conferred by the
colleges and universities of our nation.

I am sure that in the years ahead you will be a suc-
cessful and productive person, and like so many of our fine
graduates will bring credit not only to yourself, but to
Texas A&M University. If this office can be of any help to
you in the future, please let me know. I wish for you the
pest of luck, and a happy and prosperous future.

~Sincerely yours,

(.
/““"—“it e Q"’“‘"{j\-w

/ George W. Kunze
Dean

GWK/ep
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